
 

 مقاله پژوهشی

  1394 تابستان، دوم، شماره هشتمسال  هاي پستان ایران، بیماريفصلنامۀ 

  

هاي پارامتریک یادگیري  هاي موثر در تشخیص سرطان پستان با استفاده از مدل انتخاب ویژگی

 ماشین

 
 کامپیوتر، دانشگاه یزد، یزد، ایران  و برق مهندسی دانشکده  :*پورشیخراضیه 

  ، دانشگاه یزد، یزد، ایرانکامپیوتر و برق هندسیم دانشکده :آقا صرام مهدي

 
 

  

  

 
 

  

 

  

 

  چکیده 

با  .هنگام سرطان پستان است روشی کم هزینه، آسان و سریع براي تشخیص دقیق و زودآزمایش آسپیراسیون سوزنی  :مقدمه

توان سیستمی  شین میهاي یادگیري مااستفاده از خصوصیات استخراج شده از آزمایش آسپیراسیون سوزنی و با کمک تکنیک

خیم یا بدخیم بودن تومورهاي پستان را تشخیص کارآمد را براي تشخیص سرطان پستان طراحی نمود که با دقت بالایی خوش

هاي پارامتریک  هاي موثر در تشخیص سرطان پستان با استفاده از مدل هدف از انجام این مطالعه، انتخاب ویژگی. دهند

 .یادگیري ماشین است

خیم و بدخیم نمونه خوش 683که شامل  UCIموجود در  WBCDهاي پایگاه داده داده در این مطالعه از :ررسیروش ب

بندي نوع تومور با  و دسته رو  سپس انتخاب ویژگی با روش پیش. ویژگی است استفاده شد 9تومور پستان که هر نمونه داراي 

   .ترین میانگین انجام گرفت نزدیک  بندي دستهبندي خطی و  دستهبندي درجه دو،  هاي پارامتریک مانند دسته انواع روش

رو، بالاترین کارایی را در تشخیص سرطان  درجه دو با استفاده از انتخاب ویژگی پیش  بنديدسته روش پارامتریک :هایافته

 ,Uniformity of cell size, Bare nuclei, Bland chromatinاین روش با انتخاب چهار ویژگی. پستان دارد

Mitoses  هاي ها ویژگی همچنین در همه روش. است% 89/97و حساسیت % 90/98داراي دقتUniformity of cell 

size  وBare nuclei بالاترین کارایی را دارند.  

علاوه بر هاي پارامتریک یادگیري ماشین، رو و تکنیک نتایج این مطالعه نشان داد که با روش انتخاب ویژگی پیش :گیرينتیجه

  هاي اصلی در تشخیص سرطان پستان نیز شناسایی یابی به عملکرد بالا در تشخیص سرطان پستان، عوامل و ویژگی دست

  . ترین عوامل براي کمک به تشخیص سرطان پستان هستند ها یکی از مهم رسد این ویژگی به نظر می. شوندمی

  .هاي پارامتریکاب ویژگی، روشسرطان پستان، یادگیري ماشین، انتخ :هاي کلیدي واژه

  

  

  .پور، راضیه شیخ91 رهبر، پلاك17یزد، خیابان چمران، خیابان رهبر، کوچه : نشانی نویسنده پاسخگو *

   r_sheikhkhpour@stu.yazd.ac.ir: نشانی الکترونیک
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 مقدمه

در ). 2،1(ترین سرطان در زنان است  سرطان پستان شایع

هر سال یک میلیون مورد جدید از این بیماري تشخیص 

هاي چشمگیر در درمان،  رغم پیشرفتعلی. شود داده می

بیماران مبتلا به سرطان پستان سالانه جان % 25حدود 

شیوع و ). 3(دهند ماري از دست میخود را به علت این بی

هاي  میزان مرگ و میر سرطان پستان در نژادها و موقعیت

هاي مختلفی  جغرافیایی مختلف متفاوت است و مکانیسم

فاکتورهاي محیطی . در شروع و پیشبرد آن نقش دارند

ها، متعدد، تغییرات سوماتیک مانند موتاسیون در آنکوژن

هاي ژنتیکی مورفیسم پلی هاي سرکوب کننده تومور وژن

در حال ). 3-7(باشند  از عوامل به وجود آورنده آن می

حاضر شانس بروز سرطان پستان در زنان آمریکایی یک 

نفر است و سالانه باعث مرگ حدود  9تا  8نفر از هر 

ترین علت بیماري شایع این .شود زن مبتلا می 44000

اگرچه  .استمیر ناشی از سرطان در زنان ایرانی  مرگ و

سالگی نادر  30تا  25شیوع این بیماري در سنین قبل از 

است اما بروز این سرطان در سنین کمتر نیز گزارش شده 

 ).  8(است 

تقسیم  بدخیم و خیم خوش تومورهاي پستان به دو دسته

هستند  آور ندرت مرگ به خیم خوش تومورهاي .شوندمی

 توانندمی نیز پستان خیم خوش تومورهاي از تعدادي ولی

تومورهاي . دهند را افزایش پستان سرطان به ابتلا خطر

محققان . شوندمی تر بوده و سرطان محسوب بدخیم جدي

ناشی  را سرطان پستان اثر بر زنان میر و مرگ بالاي میزان

با تشخیص . دانند می بیماري این دیرهنگام تشخیص از

مده در دست آ هاي به زودهنگام سرطان پستان و پیشرفت

درمان، میزان بقاي بیماران مبتلا به این بیماري در حال 

 5حداکثر (تشخیص به موقع سرطان پستان . افزایش است

شانس زنده ) سال پس از اولین تقسیم سلول سرطانی

دهد افزایش می% 86به % 56بودن بیمار سرطانی را از 

بنابراین وجود یک سیستم دقیق و مطمئن براي ). 9(

خیم یا بدخیم بودن توده  موقع و خوش تشخیص به

ترین و  اگرچه شایع. رسدسرطان ضروري به نظر می

ترین روش تشخیص سرطان پستان، بیوپسی سینه و  قطعی

هاي معمول آسیب شناسی بافتی  تشخیص ضایعه با روش

هاي جراحی  درصد بیوپسی 70- 80است، اما از آن جا که 

ت، انجام این گونه خیم پستان اس هاي خوش مربوط به توده

روش جراحی علاوه بر اتلاف هزینه، سبب ایجاد اضطراب، 

  ). 10(شود  استرس و تشویش در بیمار می

روشی کم هزینه،  (FNA)1آزمایش آسپیراسیون سوزنی 

آسان، سریع، داراي دقت بالا و تقریباً بدون عوارض جانبی 

در روش ). 11(است و به صورت سرپایی قابل انجام است 

FNAبررسی  ، مایع استخراج شده از بافت پستان براي

بعد از . گیردمورد آزمایش قرار می خصوصیات سیتولوژي

  استخراج خصوصیات سیتولوژي بیمار باید بتوان 

). 13،12(خیم یا بدخیم بودن توده را تشخیص داد خوش

خیم یا بدخیم بودن که با قاطعیت نتوان خوش در مواردي

هاي د، استفاده از الگوریتمبیماري را تشخیص دا

هاي یادگیري ماشین راهنماي خوبی کامپیوتري و تکنیک

با استفاده از خصوصیات ). 15،14(براي پزشک هستند 

استخراج شده از آزمایش آسپیراسیون سوزنی و با کمک 

توان سیستمی کارآمد را  هاي یادگیري ماشین می تکنیک

با دقت  براي تشخیص سرطان پستان طراحی نمود که

  .بالایی سرطان پستان را تشخیص دهد

تاکنون تحقیقات زیادي در رابطه با تشخیص سرطان 

هاي متفاوت یادگیري ماشین انجام پستان با کمک تکنیک

در این مطالعه، با استفاده از ). 16-31(شده است 

هاي پارامتریک یادگیري ماشین نظیر روش  روش

بندي ، دسته3بندي خطی ، دسته2بندي درجه دو دسته

بر  5رو و روش انتخاب ویژگی پیش 4ترین میانگین نزدیک

به شناسایی و  WBCD6هاي پایگاه داده روي داده

پرداخته  هاي موثر در سرطان پستان انتخاب ویژگی

  .شود می

 ها مواد و روش

  انتخاب نمونه) الف

 بر مبتنی که است نگر گذشته توصیفی پژوهش این

هاي بیماران مبتلا به سوزنی پروندهآسپیراسیون  اطلاعات

باشد می Wisconsinبیمارستان  سرطان پستان در 

نمونه  699شامل WBCDهاي پایگاه مجموعه داده). 23(

                                                
1 Fine needle aspiration 
2 Quadratic discriminant 
3 Linear discriminant 
4 Nearest mean classifier 
5 Forward feature selection 
6 Wisconsin Breast Cancer Dataset 
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  پور و مهدي آقاصرامراضیه شیخ                                                            1394 تابستان

١٧ 

  WBCDهاي پایگاه داده ویژگی: 1 دولج

شماره 

  ویژگی
  شرح ویژگی  نام ویژگی

دامنه 

مقادیر 

  ها ویژگی

  انحراف معیار  میانگین

  ضخامت توده  1

خیم تمایل به قرار گرفتن در یک لایه را دارند هاي خوشسلول

گرفتن در چند لایه را  هاي سرطانی تمایل به قرار ولی سلول

  دارند

10-1  44/4  83/2  

2  
نواختی اندازه  یک

  1سلول

هاي  که سلولمتفاوتی دارند، در حالی اندازههاي سرطانی  سلول

  خیم این گونه نیستندخوش
10-1  15/3  07/3  

3  
نواختی شکل  یک

  1سلول

هاي  که سلولشکل متفاوتی دارند، در حالی هاي سرطانی  سلول

  خیم این گونه نیستندخوش
10-1  22/3  99/2  

4  
چسبندگی 

  1اي هحاشی

خیم تمایل دارند که به یکدیگر متصل باشند هاي خوشسلول

هاي سرطانی تمایل دارند که این اتصال را از دست  ولی سلول

  بدهند

10-1  83/2  86/2  

5  
هاي  اندازه سلول

  1اپیتلیال

که به طور قابل توجهی بزرگ باشند، ممکن  اپیتلیال هايسلول

  است یک سلول بدخیم باشند
10-1  23/2  22/2  

6  Bare nuclei  

Bare nuclei هایی که توسط اي است که براي هسته واژه

آنها معمولا در سلول. رود به کار می اند سیتوپلاسم احاطه نشده

  شوندخیم دیده میهاي خوش

10-1  54/3  64/3  

7  Bland 
chromatin  

به شکل بافت ) کروماتین(خیم، هسته هاي خوش در سلول

ت ولی در سلول سرطانی چنین نواخت اس دست و یک یک

  نیست

10-1  45/3  45/2  

8  Normal 
nucleoli  

Normal nucleoli  ساختارهاي کوچکی هستند که در

این  خیم خوشهاي در سلول. شوندیدیده مها هسته سلول

ولی در ) اگر قابل دیدن باشند( ها خیلی کوچک هستندهسته

  تندمشخص هس وها بزرگ هاي سرطانی، این هستهسلول

10-1  87/2  05/3  

  تقسیم میتوز  9

. میتوز، تقسیم هسته سلول و ایجاد دو سلول دختر است

عداد تقسیم تها گرید سرطان را به وسیله شمارش پاتولوژیست

  کنندمیتوز محاسبه می

10-1  60/1  73/1  

 

 بر مدلی هر ایجاد در مرحله اولین. ویژگی است 10با 

 مرحله کاوي و یادگیري ماشین،داده هايتکنیک اساس

 WBCD ،16ده در پایگاه دا. باشدمی 7پیش پردازش

 مرحله پیش وجود دارد که در 8نمونه با مقادیر گمشده

هاي داراي پردازش، ابتدا شماره شناسه بیمار و نمونه

نمونه  683را حذف نموده و آزمایشات را با  مقادیر گمشده

هر نمونه داراي یک برچسب . دهیمویژگی ادامه می 9و 

 444نمونه مذکور،  683از . خیم یا بدخیم است خوش

نمونه  239و %) 007/65(خیم نمونه داراي برچسب خوش

  مقادیر. هستند %)993/34(خیم داراي برچسب بد

هاي گیویژ. است 10تا  1ها، عددي صحیح بین گیویژ 

  .نشان داده شده است 1در جدول  WBCDپایگاه داده 

                                                
7 Preprocessing 
8 Missing values 

هاي پارامتریک در انتخاب کارگیري روش به) ب

  سرطان پستانهاي موثر در تشخیص  ویژگی

ها در تشخیص سرطان براي بررسی اثر هریک از ویژگی

بندي درجه  هاي پارامتریک دستهپستان با استفاده از مدل

، از بندي نزدیکترین میانگیندستهبندي خطی و  دو، دسته

رو استفاده نموده و بهترین  روش انتخاب ویژگی پیش

ان ها در تشخیص سرطهایی که در هریک از مدل ویژگی

براي این منظور، . نماییمپستان نقش دارند را انتخاب می

ها، تنها با یک ویژگی نتایج را ابتدا در هریک از مدل

  کنیم و ویژگی با بالاترین دقت را انتخاب بررسی می

ها را به ویژگی انتخاب شده نماییم، سپس بقیه ویژگیمی

   در مرحله قبل اضافه نموده و دقت مدل را با استفاده
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  در میان مجموعه . سنجیمهاي دوتایی میگیاز ویژ

هاي دوتایی، مجموعه با بالاترین دقت را انتخاب ویژگی

کنیم و دقت مدل ها را به آن اضافه مینموده و بقیه ویژگی

دهیم تا مراحل را به همین صورت ادامه می. سنجیمرا می

یر گی به مجموعه قبلی، دقت تغیکه با افزودن ویژزمانی

  .نکند

  هاي مبتنی بر یادگیري، با توجه به ماهیت سیستم

و  (Train)هاي این پژوهش در دو گروه آموزش نمونه

هاي گروه اول  گیرند و روي داده قرار می (Test)آزمون 

بعد از فرآیند یادگیري، . شود فرآیند یادگیري انجام می

هاي گروه آزمون  روش طراحی شده با استفاده از داده

هاي جدید به یده خواهد شد و با اعمال این دادهسنج

براي . شود روش طراحی شده کارایی آن مشخص می

هاي موثر در تشخیص نوع تومور، تمام  انتخاب ویژگی

بندي  بندي درجه دو، دسته هاي پارامتریک دستهروش

با مجموعه  ترین میانگین بندي نزدیکدستهخطی و 

با مجموعه آزمون  آموزشی یکسانی آموزش داده شده و

% 03/60) 17(مطابق . گیرندیکسانی مورد آزمایش قرار می

  ) نمونه بدخیم 144خیم و نمونه خوش 266(ها داده

ها داده% 97/39هاي آموزش و عنوان مجموعه دادهبه

عنوان به) نمونه بدخیم 95خیم و نمونه خوش 178(

  .شوند هاي آزمون در نظر گرفته میمجموعه داده

 هافتهیا

بندي درجه  هاي پارامتریک دستهدر این مرحله، ابتدا روش

بر  بندي نزدیکترین میانگیندستهبندي خطی و  دو، دسته

مورد بررسی   WBCDهاي پایگاه داده روي تمام ویژگی

ها دقت، حساسیت و ویژگی هرکدام از روش قرار گرفت و

هاي پارامتریک از  سازي روش براي پیاده. به دست آمد

  نتایج بررسی  2جدول . افزار متلب استفاده شد نرم

را  WBCDهاي پایگاه هاي پارامتریک بر روي دادهروش

هاي  ترین ویژگی سپس به شناسایی مهم .دهدنشان می

براي این . تاثیرگذار در تشخیص سرطان پستان پرداختیم

ها در تشخیص منظور، ابتدا به بررسی اثر هر یک از ویژگی

، 3جدول .ها پرداختیمن در هر یک از مدلسرطان پستا

ها داراي بالاترین دقت در هریک از مدل ترین ویژگی مهم

  .دهدرا نشان می

در  Uniformity of cell size که ویژگی از آنجایی 

ها بالاترین دقت را در تشخیص سرطان دارد، تمام مدل

 Uniformity ofها را حذف نموده، ویژگی  بقیه ویژگی

cell size مانده را به  هاي باقیرا انتخاب کرده و ویژگی

، دو 4جدول . سنجیمها را میآن اضافه نموده و دقت مدل

ها را نشان داراي بالاترین دقت در هریک از مدل ویژگی

ها مجموعه در مرحله بعد، در هر یک از مدل .دهدمی

هاي دوتایی با بالاترین دقت را انتخاب نموده و ویژگی

هاي باقیمانده را به آن اضافه کرده و دقت مدل را گیویژ

داراي بالاترین دقت در  ، سه ویژگی5جدول . سنجیممی

  . دهدها را نشان میک از مدلهری
  

هاي پارامتریک بر روي نتایج بررسی روش:  2جدول 

  WBCDپایگاه 

 ویژگی حساسیت دقت نام روش

بندي درجه  دسته

 دو
44/97 89/97 19/97 

 100 74/94 17/98 بندي خطی تهدس

بندي دسته

نزدیکترین 

 میانگین

53/98 79/95 100 

  

هاي سه تایی با بالاترین دقت را مجموعه ویژگی سپس

مانده را به آن اضافه کرده  هاي باقیانتخاب نموده و ویژگی

داراي  ، چهار ویژگی6جدول . سنجیمو دقت مدل را می

  .دهدها نشان میدلبالاترین دقت را در هریک از م

هاي چهار تایی با بالاترین در مرحله بعد، مجموعه ویژگی

مانده را به آن  هاي باقیدقت را انتخاب نموده و ویژگی

، پنج 7جدول . سنجیماضافه کرده و دقت مدل را می

ها نشان داراي بالاترین دقت را در هریک از مدل ویژگی

ص شده است، از مشخ 7گونه که در جدول  همان .دهدمی

هاي جدید به گیها با افزودن ویژي مدلکه در همه آنجایی

  مجموعه چهار ویژگی به دست آمده در مرحله قبل، 

  ها را ادامه نداده و دقت افزایش نیافت، دیگر آزمایش

 ویژگی بندي درجه دو با چهار بریم که در دستهپی می

{Uniformity of cell size, Bare nuclei, 
Bland chromatin, Mitoses}   بندي  دستهو در

با چهار  نزدیکترین میانگین بنديدستهخطی و 

 ,Uniformity of cell size, Bare nuclei}ویژگی

normal nucleoli, Marginal adhesion}   
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بینی را در مورد سرطان پستان بر توانیم بهترین پیشمی

  .انجام دهیم WBCDهاي پایگاه روي داده

شود،  مشخص می 6و  2گونه که از نتایج جداول   همان

ها، با استفاده از  ترین ویژگی علاوه بر شناسایی مهم

هاي کمتر به عملکردي مشابه یا بهتر در مقایسه با  ویژگی

هاي یادگیري ماشین  در روش. ها دست یافتیم تمام ویژگی

هاي  یابی به نتایج مشابه یا بهتر با استفاده از ویژگی دست

  .تر حائز اهمیت استکم

  

  هاي پارامتریکترین ویژگی داراي بالاترین دقت در تشخیص سرطان پستان با استفاده از مدل ممه: 3 جدول

  ویژگی  حساسیت  دقت  ویژگی  نام روش

  97/95  53/90  88/98  {Uniformity of cell size}  بندي درجه دو دسته

  97/95  53/90  88/98  {Uniformity of cell size}  بندي خطی دسته

  97/95  53/90  88/98  {Uniformity of cell size}  نزدیکترین میانگین بنديدسته

  

 هاي پارامتریکداراي بالاترین دقت در تشخیص سرطان پستان  با استفاده از مدل دو ویژگی:  4 جدول

  ویژگی  حساسیت  دقت  ویژگی  نام روش

  80/97  89/97  75/97  {Uniformity of cell size, Bare nuclei}  بندي درجه دو دسته

  44/97  68/93  44/99 {Uniformity of cell size, Bare nuclei}  بندي خطی دسته

بندي نزدیکترین دسته

  میانگین
{Uniformity of cell size, Bare nuclei} 

44/97  

  

68 /93  

  

44/99  

  

  

 هاي پارامتریکاستفاده از مدل داراي بالاترین دقت در تشخیص سرطان پستان با سه ویژگی: 5 جدول

  ویژگی  حساسیت  دقت  ویژگی  نام روش

 ,Uniformity of cell size, Bare nuclei}  بندي درجه دو دسته
Bland chromatin} 

53/98  84/96  44/99  

 ,Uniformity of cell size, Bare nuclei}  بندي خطی دسته
Normal nucleoli} 

17/98  74/94  100  

کترین نزدی بنديدسته

  میانگین
{Uniformity of cell size, Bare nuclei, 

Normal nucleoli} 

80/97  

  

68/93  

  

100  

  

  

  هاي پارامتریکداراي بالاترین دقت در تشخیص سرطان پستان با استفاده از مدل چهار ویژگی: 6 جدول

  ویژگی  حساسیت  دقت  ویژگی  نام روش

 ,Uniformity of cell size, Bare nuclei}  بندي درجه دو دسته
Bland chromatin, Mitoses}  

90/98  89/97  44/99  

 ,Uniformity of cell size, Bare nuclei}  بندي خطی دسته
Normal nucleoli, Marginal adhesion} 

53/98  79/95  100  

 بنديدسته

  نزدیکترین میانگین
{Uniformity of cell size, Bare nuclei, 
Normal nucleoli, Marginal adhesion} 

53/98  79/95  100  
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  هاي پارامتریکداراي بالاترین دقت در تشخیص سرطان پستان  با استفاده از مدل پنج ویژگی: 7 جدول

  ویژگی  حساسیت  دقت  ویژگی  نام روش

  بندي درجه دو دسته
{Uniformity of cell size, Bare nucleoli, 

Bland chromatin, Mitoses, Clump 
thickness}  

90/98  89/97  44/99  

  بندي خطی دسته
{Uniformity of cell size, Bare nucleoli, 
Normal nucleoli, Marginal adhesion, 

Bland chromatin}  
53/98  79/95  100  

نزدیکترین  بنديدسته

  میانگین

{Uniformity of cell size, Bare nucleoli, 
Normal nucleoli, Marginal adhesion, 

Bland chromatin}  
53/98  79/95  100  

  

بحث

ها در  ترین ویژگی هدف اصلی مطالعه حاضر شناسایی مهم

هاي پارامتریک  تشخیص سرطان پستان با استفاده از روش

سیستم پیشنهادي این مطالعه . یادگیري ماشین است

بندي نوع تومور با  رو و دسته شامل انتخاب ویژگی پیش

بندي درجه دو،  دستههاي پارامتریک  انواع روش

 ترین میانگین بندي نزدیکدستهبندي خطی و  دسته

  .باشد می

بندي درجه دو با شناسایی چهار  روش پارامتریک دسته

داراي % 89/97و حساسیت % 90/98ویژگی مهم و دقت

بندي خطی و  هاي دسته عملکرد بالاتري نسبت به روش

 79/95و حساسیت % 53/98ترین میانگین با دقت  نزدیک

  .در تشخیص سرطان پستان است

   Uniformity of cell size, Bare}هايویژگی

nuclei, Bland chromatin, Mitoses}  بالاترین

بندي درجه دو و  کارایی را در روش دسته

 Uniformity of cell size, Bare}هاي ویژگی

nuclei, Normal nucleoli, Marginal adhesion} 
بندي خطی و  هاي دسته روش بالاترین کارایی را در

هاي انجام  در تمامی روش. ترین میانگین دارند نزدیک

 Bareو Uniformity of cell sizeهاي شده، ویژگی

nuclei ها در تشخیص سرطان نسبت به سایر ویژگی

بودند، بنابراین به نظر  پستان از دقت بالاتري برخوردار

طان ها اثر مهمی در تشخیص سر رسد این ویژگیمی

  .پستان داشته باشند

ها، با  ترین ویژگی در این مطالعه علاوه بر شناسایی مهم

هاي کمتر به عملکردي یکسان یا بهتر بر  استفاده از ویژگی

هاي دقت، حساسیت و ویژگی در مقایسه با  حسب شاخص

 WBCDاگر اطلاعات پایگاه . ها دست یافتیم تمام ویژگی

هاي دیگري مانند سن افراد، سن اولین  شامل ویژگی

تر و  بود، اطلاعات جامع... بارداري و تعداد بارداري و

هاي موثر در تشخیص سرطان  تر براي انتخاب ویژگی کامل

  . پستان در اختیار داشتیم

اي براي سیستم خبره 2011فلاحتی و جعفري درسال 

هاي پیش تشخیص سرطان پستان با استفاده از داده

پردازش و شبکه بیزین طراحی نمودند که توانست با دقت 

را به درستی تشخیص  WBCDهاي پایگاه داده 1/98%

  و همکاران به بررسی و مقایسه  Aruna). 29(دهد 

یادگیري با نظارت نظیر روش بیزین  هاي کننده بندي دسته

، درخت تصمیم RBF، شبکه عصبیSVM-RBFساده، 

J48 وCART  هاي پایگاه دادهمجموعه بررويWBCD 

  کننده را بر روي این  بندي دستهپرداختند تا بهترین 

نتایج آزمایشات آنها نشان داد که . ها پیدا نمایندداده

SVM-RBF  نسبت به % 84/96با دقت

). 33(هاي دیگر دقت بیشتري دارد کننده بندي دسته

Medjahed بندي و همکاران با استفاده از روش دسته

-ترین همسایه و معیارهاي مختلف فاصله به دسته نزدیک

آنها با استفاده . پرداختند WBCDهاي پایگاه  بندي داده

دست یافتند % 7/98به دقت  k=1از فاصله اقلیدسی و 

)34 .(Kiyan  به بررسی  2003و همکاران در سال

بر روي مجموعه  PNNو  RBF ،GRNNهاي تکنیک

ایج آزمایشات آنها نشان نت. پرداختد WBCDهاي داده

 PNN، روش ٪18/96 داراي دقت RBFداد که روش 

% 74/95داراي دقت  MLPو روش  %8/98داراي دقت 

با استفاده از  2011و همکاران در سال  Chen). 35(است 
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نشان دادند  WBCDبر روي پایگاه  RS -SVMروش 

 ,Uniformity of cell shape}هاي که ویژگی

Marginal adhesion, Bare nuclei, Mitoses, 
Clump thickness}  از اهمیت بیشتري برخوردارند

)36 .(Marcano-Cedeño  با  2011و همکاران در سال

بندي الگوها به دستهبهبود در آموزش شبکه عصبی براي 

الگوریتم پیشنهادي آنها . دست یافتند ٪26/99 دقت

(AM{Uniformity of cell size}MLP)  از تئوري

و  Chaurasia). 17(ات شانون الهام گرفته بود اطلاع

Chakrabarti روشی براي تشخیص  2013در سال

سرطان پستان با استفاده از ماشین بردار پشتیبان ارایه 

هاي پایگاه روش پیشنهادي آنها بر روي داده. دادند

WBCD  در مطالعه آنها  . دست یافت% 4/96به دقت

هاي این پایگاه بین هاي مختلف بر روي دادهدقت روش

و   Palaniappan).37(گزارش شد % 8/98و % 77/94

Pushparaj  روشی براي تشخیص سرطان  2013در سال

پستان با استفاده از شبکه عصبی و قوانین همبستگی 

 WBCDهاي پایگاه  داده% 4/98پیشنهاد دادند که با نرخ 

و همکاران یک  Tan). 38(را به درستی پیش بینی نمود 

اي ترکیبی براي استخراج بندي دو مرحلهدستهنیک تک

روش پیشنهادي آنها به . بندي ارایه دادنددستهقوانین 

). 39(دست یافت  WBCDبر روي پایگاه % 57/97دقت 

کارایی ، 2011و همکاران در سال Lavanya در مطالعه 

بدون انتخاب   CARTکننده درخت تصمیم بندي دسته

این . بررسی شد WBCDاي هویژگی بر روي پایگاه

اي ترکیبی به بندي دو مرحله دستهمحققان با تکنیک 

، در حالی که مطالعه ما با )40(رسیدند % 84/94دقت 

بندي درجه دو و انتخاب ویژگی  روش پارامتریک دسته

بدین ترتیب با روش . رسید% 90/98 رو به دقت پیش

ص هاي تشخی بندي درجه دو، دقت شناسایی سیستم دسته

سرطان افزایش یافت، این درحالی است که نسبت به 

هاي مشابه از تعداد کمتري ویژگی استفاده شده  سیستم

هاي تشخیص ها در سیستمکاهش تعداد ویژگی. است

سازي و کاهش  هوشمند باعث افزایش سرعت، ساده

  .شودپیچیدگی مدل می

  گیري نتیجه

  رو  گی پیشدر این مطالعه، با استفاده از روش انتخاب ویژ

  هاي پارامتریک یادگیري ماشین، علاوه بر و تکنیک

ها، عوامل و  یابی به دقت بالا در تشخیص بیماري دست

هاي اصلی در تشخیص سرطان پستان نیز شناسایی ویژگی

ترین  ها یکی از مهم رسد این ویژگی به نظر می. شدند 

عوامل براي کمک به تشخیص زودهنگام سرطان پستان 

  .هستند
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