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Abstract  
Introduction: Breast cancer is the most common cancer in women. Accurate classification of 

breast cancer has a key role in medical diagnosis.  Hence, researchers seek optimized methods 

to improve tumor diagnosis. 

Methods: The current study presents bio-geographical based optimization neural network for 

classifying data as benign and malignant using principal component analysis in preprocessing 

stage and updating weights concurrently. The presented algorithm was assessed using the data 

from Wisconsin databank. 

Results: Classification accuracy in a normal state, that is, without applying principal 

component analysis and an optimization algorithm, and applying only neural network at a 

ratio of %70 to %30 from training and testing set is %97.2. Accuracy reaches %98.5 after 

applying principal component analysis and decreasing features from nine to eight. Finally, 

using bio-geographical based optimization algorithm with a 10-fold cross validation, accuracy 

reaches %100, which is significantly more successful than other similar studies. 

Conclusion: Applying this algorithm can optimize the performance of the neural network. 

The optimal performance of this method is revealed by comparing the proposed method with 

the non-optimized method and the approach which used only PCA and neural network 

method. The results suggest that the method presented in this paper had a high accuracy in 

classifying breast cancer data and can be used for its diagnosis. 

Keywords: Bio-geographical Based Optimization, Principal Component Analysis, Multi-

layer Perceptron, Back Propagation Method. 
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 مقاله پژوهشي

 (85-85)؛  6931 زمستان، چهارم، شماره دهمسال  های پستان ایران، بیماریفصلنامة 

 
 

 استفاده از الگوریتم جغرافیای زیستی در بهینه سازی شبکه عصبی جهت تشخیص سرطان پستان

 

 ، ایران، سبزواردانشگاه حکیم سبزواریدانشکده برق و علوم کامپیوتر،  مهندسی پزشکی، گروه :*سیروس احمدی طوسی

 رفسنجان )ع(دانشگاه ولیعصردانشکده برق و علوم کامپیوتر،  مهندسی پزشکی، گروه زاده: قیومی حسین

 دانشکده برق و علوم کامپیوتر، دانشگاه حکیم سبزواری، سبزوار، ایران مهندسی پزشکی، گروه حدادنیا: جواد

 

 

 

 

 

 
 

 

 
 چکیده 

بندی دقیق تومور سرطان پستان نقش  دسته است. زنان هایبیماری نتری شایع از پستان در حال حاضر، سرطانمقدمه: 

 باشند. های بهینه جهت بهبود تشخیص این تومور میکند. متخصصین به دنبال روشکلیدی را در امر تشخیص پزشکی ایفا می

آنالیز اجزای اصلی در  در این مطالعه شبکه عصبی مبتنی بر جغرافیای زیستی ارایه گردیده که با استفاده ازبررسی:  روش

گردد. جهت خیم یا بدخیم می ها به عنوان خوشبندی داده ها موفق به دسته سازی و بروز رسانی همزمان وزن مرحله آماده

 های بانک اطلاعاتی ویسکانسین استفاده شده است. ارزیابی الگوریتم ارایه شده از داده

ه از آنالیز اجزای اصلی و الگوریتم بهینه سازی استفاده نشده و تنها شبکه دقت تفکیک در حالت عادی یعنی حالتی ک ها: یافته

% است. با بکارگیری آنالیز اجزای اصلی و 2/70های آموزش به تست مورد استفاده قرار گیرد،  داده 07-07عصبی با نسبت 

ه سازی جغرافیای زیستی همراه با اعتبار رسد. نهایتا با استفاده از الگوریتم بهینمی 5/78ویژگی دقت به  8ویژگی به  7کاهش 

 تر است.  % رسیده که به میزان قابل توجهی از نتایج بدست آمده از مطالعات دیگر موفق077گانه دقت به  07سنجی ضربدری 

نه نشده . مقایسه روش ارایه شده با حالت بهیتواند عملکرد شبکه عصبی را بهبود دهد استفاده از این الگوریتم می گیری: نتیجه

و شبکه عصبی استفاده شده است، عملکرد بهینه این روش را نشان داد. نتایج حاکی از آن است   PCAو در حالتی که فقط از

باشد و می توان از آن جهت های سرطان پستان دارا می که مدل ارایه شده در این مقاله دقت بسیار بالایی در تفکیک داده

 نمود. تشخیص نهایی این سرطان استفاده

 پس انتشار. الگوریتم آنالیز اجزای مستقل، شبکه عصبی پرسپترون چند لایه، بهینه سازی جغرافیای زیستی، کلیدی: هایواژه
 

 

 

 6/66/31تاریخ پذیرش:  │ 68/5/31تاریخ ارسال: 

 خراسان رضوی، سبزوار، دانشگاه حکیم سبزواری، دانشکده فنی و مهندسی، گروه مهندسی پزشکی، سیروس احمدی طوسی.نشانی نویسنده مسئول: :  *

 cyrus.ahmady@gmail.com: نشانی الکترونیک
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 مقدمه

ها در میان زنان جامعه ترین سرطان سرطان پستان از شایع

باشد. اخیرا شیوع این بیماری افزایش یافته است امروز می

خیم یا بدخیم بودن تومور  شخیص خوش(. از آنجا که ت0)

در مراحل ابتدایی این بیماری امکان درمان و عمر طولانی 

نماید، متخصصین به  مدت مبتلایان به آن را تضمین می

های بهینه جهت بهبود تشخیص این تومور دنبال روش

 . (0-0)باشند می

ها و آزمایشات فراوانی جهت شناسایی امروزه فرایند

ین سرطان پستان مانند گرفتن بیوپسی وجود دارد. همچن

 جهت گرفتن بیوپسی به منظور تشخیص سرطان، 

(، FNA) های متعددی نظیر استخراج سوزن ریز-روش

بیوپسی سوزن درونی، بیوپسی به کمک خلا و بیوپسی 

. علاوه بر (4)عمل باز و استخراج سوزن ریز وجود دارد 

ها  اینها جهت تشخیص نیز استفاده از جداکننده

(classifierمتداول می )شک ارزیابی اطلاعات باشد. بی

در مستخرج از بیمار و تصمیمات متخصصین عوامل مهم 

های تخصصی و باشند، لیکن سیستممی فرایند تشخیص

های مبتنی بر هوش مصنوعی به میزان استفاده از روش

ها نماید. این روشچشمگیری به متخصصین کمک می

خطاهای متخصصین و زمان مورد نیاز آنان را به حداقل 

 .(5)رساند می

یکی از عملیات اصلی جهت تشخیص، استفاده و استخراج 

باشد. روش های تشخیصی ماقبل میاطلاعات مفید از داده

ها را قادر به یادگیری از تجارب،  یادگیری ماشین رایانه

ده از ( از این رو، استفا2)سازد های قبل میالگوها و مثال

باشد. در مورد سرطان پستان ها رو به رشد می این روش

خیمی یا بدخیمی تومور با  مشکل پیش رو تشخیص خوش

های زیادی تاکنون باشد. روشاستفاده از خواص نمونه می

برای حل این مساله بکار گرفته شده است که اکثرا از 

اند های بانک اطلاعاتی ویسکانسین استفاده کردهداده

  c4.5. کوینلان و همکاران از درخت تصمیم(0،6،0)

. پس (8)% رسید 74.04استفاده نموده و به دقت تفکیک 

های مختلف از  از آن تلاش محققین و استفاده از روش

نتیک های فازی نظارت شده، فازی ژ جمله تکنیک

در سال  (.0-6)% رساندند 8/78وآنیلینگ دقت را به 

های متفاوتی نظیر شبکه عصبی  از تفکیک کننده 2770

بردار پشتیبان، شبکه عصبی احتمالاتی و اختصاص منبع 

 50/78و  60/78، 54/77های فازی استفاده گردید و دقت

های  تاکنون نیز روش 2770از سال  (.7-8)حاصل شد 

گردیده و تلاش برای بهبود تشخیص یا  متعددی ارایه

کاهش هزینه محاسبات همچنان ادامه دارد. در این میان، 

نیز به دلیل کارایی  بهینه سازهای الگوریتم تکاملی

از  .(7)مطلوبشان مورد توجه محققین قرار گرفته است 

 PSOبا ارایه  2704جمله ژو و همکاران که در سال 

 .(07)% دست یابد 04/74بهینه شده توانست به دقت 

در این مطالعه، عملکرد شبکه عصبی با استفاده از 

گردد. بدین منظور با استفاده  جغرافیای زیستی بهینه می

سازی و بروز رسانی  از آنالیز اجزای اصلی در مرحله آماده

ها در طی فرایند، سعی بر بهینه سازی همزمان وزن

د. شو خیم یا بدخیم می ها به عنوان خوش بندی داده دسته

های بانک  جهت ارزیابی الگوریتم ارایه شده از داده

  (.02)گردد  اطلاعاتی ویسکانسین استفاده می

 ها مواد و روش

در ابتدای این بخش بانک داده ویسکانسین بررسی و 

سپس  شود. مختصری از شبکه عصبی پرسپترون بیان می

روش پیشنهادی که به صورت آنالیز اجزای اصلی و 

 ه سازی جغرافیای زیستی است، بیان الگوریتم بهین

سازی شبکه  گردد. در انتهای بخش نیز نحوه آمادهمی

عصبی بهینه شده بر پایه جغرافیای زیستی و طریقه 

 شود.آموزش آن بررسی می

در این بانک داده سرطان پستان ویسکانسین: 

مطالعه، آزمایش روی بانک اطلاعاتی ویسکانسین 

(WBCDکه از مخزن یادگی ) ری ماشینUCI  اقتباس

بانک اطلاعاتی سرطان  .(00)شده است، انجام گرفت 

مونه که از استخراج سوزن ریز ن 677پستان ویسکانسین از 

بافت پستان انسان گرفته شده، تشکیل شده است. 

ویژگی و کلاس  7اطلاعات استخراج سوزن ریز شامل 

باشد. مقدار خیم یا بدخیم( متناظر با هر نمونه می )خوش

نشان داده شده است دارای  0هر ویژگی که در جدول 

ن رقم به باشد. افزایش ایمی 07تا  0مقدار صحیح بین 

 07تر شدن وضعیت است، به طوری که مقدار  معنای وخیم

 06نمونه،  677به معنای وضعیت بسیار غیرعادی است. از 

سازی  . همچنین، از نرمالنمونه ناقص بوده و حذف گردید

بنابراین ها استفاده گردید.  جهت پیش پردازش داده

 444نمونه باقی مانده که  680آزمایش در نهایت بر روی 

نمونه  207خیم و  نمونه از آن متعلق به کلاس خوش
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باشد، انجام گردید. از آنجایی متعلق به کلاس بدخیم می

باشد( و  خیم )مضر نمی تواند خوش که غده سرطانی می

بدخیم )پتانسیل مضر بودن دارد( باشد، هدف الگوریتم 

خیم  ها به عنوان خوش ارایه شده جداسازی صحیح نمونه

 ست.یا بدخیم ا
 

 : توضیح مشخصات بانک اطلاعاتی ویسکانسین6جدول 

 دامنه ویژگی شناسه

A1 07-0 ضخامت توده 

A2 07-0 یکنواختی اندازه سلول 

A3 07-0 یکنواختی شکل سلول 

A4 07-0 چسبندگی حاشیه ای 

A5 07-0 اندازه سلول مخاطی منفرد 

A6 07-0 های بی تحرک هسته 

A7 07-0 کروماتین بلاند 

A8 07-0 های طبیعی هسته 

A9 07-0 مایتوزها 
 

 1شبکه عصبی مصنوعی شبکه عصبی )پرسپترون(:

(ANN )(02 تکنیک محبوبی از یادگیری ماشین است )

که از مغز انسان شامل شبکه عصبی بیولوژیکی الگو گرفته 

های  شده است و قابلیت یادگیری مناسبی دارد. شبکه

عصبی پیشخور )فیدفوروارد( نوع متداول شبکه عصبی 

بوده که در آن هر نورون مصنوعی وزنی دارد که به آن 

ها با استفاده از  وزن نسبت داده شده است. انتساب 

های لایه قبل است و خروجی  هایی که از نورون ورودی

شود. نوع مهمی از  جهت پردازش به لایه بعدی منتقل می

( MLP)2های عصبی پیشخور، پرسپترون چند لایه شبکه

  .(00)است 

های متداول  از تکنیک یکی (BPA)3پس انتشار الگوریتم

ها  های بین نورون بوده که با هر تکرار وزن MLPآموزش 

د. این مدل دهد به طوری که خطا کمینه گردرا تغییر می

تواند روندهای در یادگیری الگو نیز بسیار موفق بوده و می

جدید خو گیرد اما نقطه ضعفش سرعت کم همگرایی و 

 .(04)بهینه محلی است  در شدن واقع

گیری در چگونگی ساختار،  تصمیم BPA مشکل دیگر 

ها هر لایه است. این انتخاب  ها و تعداد نورون تعداد لایه

                                                 
1
 Artificial Neural Network 

2
 Multiple Layer Perceptron 

3
 Back Propagation Algorithm 

نقش اساسی در عملکرد شبکه عصبی دارد و نتایج  با 

تغییر اندک هر یک از پارامترهای بیان شده به طور 

چشمگیری تغییر کند. معماری متفاوت شبکه عصبی برای 

ایج مختلفی به همراه دارد. مشکلات مسایل مختلف، نت

کاربردی مستلزم ساختاریست که پاسخی بهینه داشته 

باشد. با این وجود، رسیدن به معماری بهینه شبکه عصبی 

 به روش سعی و خطا کار سنگینی است.

پس از بهینه سازی شبکه عصبی توسط الگوریتم ژنتیک 

ها  های فراوانی جهت بهبود عملکرد این شبکه تلاش (05)

به هرحال هیچ کدام از اصلاحات قادر  .(00، 06)انجام شد 

به عملکرد مطلوب برای همه مسایل نیست. بنابراین، 

جستجو برای سرعت بخشی به همگرایی و یافتن ساختار 

بهینه همچنان ادامه دارد. به همین دلیل، ما مدل شبکه 

عصبی بهینه شده بر پایه جغرافیای زیستی که ساختار 

یابد، معرفی ماری شبکه عصبی را میهای مع بهینه و وزن

های ورودی شبکه  نماییم. در این روش وابستگی دادهمی

عصبی به کمک الگوریتم آنالیز اجزای اصلی از بین رفته و 

های مستقل به عنوان ورودی شبکه عصبی در نظر داده

های بعدی آنالیز اجزای اصلی و شود. در بخش گرفته می

افیای زیستی مورد بحث قرار الگوریتم بهینه سازی جغر

 گیرد. می

یکی از مشکلات اساسی  (:PCA) 4آنالیز اجزای اصلی

هایی مانند آنالیز مود امر شبیه سازی، یافتن روش در

برای کاهش  (27)یا آنالیز اجزای اصلی (07، 08)نرمال 

 باشد. آنالیز اجزای اصلی یکی از های ورودی میابعاد داده

 هایی است که همواره برای این منظور بکار برده روش

علاوه بر این، این روش در انتخاب  .(20، 27) شودمی

های سرطان پستان موفق عمل کرده ویژگی برای داده

 .(22)است 

)در v=Wu این تکنیک سعی به پیدا کردن تبدیل خطی 

کند بطوری که  باشد( می بردار مشاهدات می u اینجا

واریانس بدست آمده بیشینه باشد که منجر به حل یک 

 Wشود. بردارهای سطری مساله مقدار ویژه متقارن می

ها  مطابق با بردارهای ویژه نرمال ماتریس کواریانس داده

استفاده از   PCAهای ساده برای حل از روشاست. یکی 

 ( است. اگر ماتریس کوواریانسsvd)تجزیه مقدار منفرد 

Ru E[  به شکل   Ru ماتریس SVDباشد.  .[

                                                 
4
 Principal Component Analysis 
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RuUu Du   است بطوری که ماتریس بردارهای

ماتریس قطری که عناصر قطریش مطابق با  D ویژه و

با   PCAبرای w باشد. تبدیل خطییم  Ruمقادیر ویژه

شود. جهت کاهش ابعاد  نشان داده می =W رابطه 

گردد که همان انتخاب می Uuدر   Pبردار ستونی غالب

جهت   pبردارهای ویژه مرتبط با بزرگترین مقدار ویژه

های  از داده .(20)باشد می W ساخت تبدیل خطی

که توسط ولبرگ  WBCDسرطان پستان ویسکانسین 

ارایه گردید جهت امتحان این روش پیشنهادی استفاده 

شد. پس از کاهش ابعاد وعدم وابستگی، این بردارهای 

ویژگی جهت تفکیک وارد شبکه عصبی پرسپترون چند 

 شوند.لایه می

الگوریتم  الگوریتم بهینه سازی جغرافیای زیستی:

5ه سازی جغرافیای زیستیبهین
BBO  یک الگوریتم

تکاملی بر پایه جمعیت جانوران موجود در یک زیستگاه 

پدیده مهاجرت  . این الگوریتم بر پایه(24)جغرافیای است 

های مختلف بنا شده است. به طور کلی اهجانوران به زیستگ

های جغرافیایی  هایی که مکان مناسبی برای گونهزیستگاه

تناسب  جهت اسکان هستند، دارای شاخص

هستند. این شاخص توسط  ( بالاHSI)6زیستگاه

( نام SIV)7که متغیر شاخص تناسب متغیرهای سکنی

 گردد.دارد، تعیین می

هایی  هی بالا، دارای گونهتناسب زیستگا شاخص زیستگاه با

کنند. های اطراف مهاجرت می باشند که به زیستگاه می

 پذیری کمی مهاجرت نرخ دارای بالا HSIبا   زیستگاه

 اشغال دیگر های گونه توسط از قبل چرا که هستند،

باشند. از  جدید های پذیرای گونه توانند و نمی اند شده

 جمعیت لیلد به پایین HSIبا  طرفی دیگر، زیستگاه

بالایی هستند.  پذیری مهاجرت نرخ خود دارای اندک

 های دارای  به زیستگاه جدید های گونه پذیری مهاجرت

HSIافزایش باعث تواندمی تر پایین HSI شود، منطقه آن 

 تنوع جغرافیایی با متناسب مکان، یک بودن مناسب زیرا

 است. آن

ایجاد های تکاملی مانند ژنتیک، اساس کار الگوریتم

جمعیت اولیه و سپس استفاده از عملگرهای خاص مانند 

ترکیب و جهشی در آنها به منظور تولید جمعیت بهتر یا 

                                                 
5
 Biogeography Based Optimization 

6
 High Suitable Index 

7
 Suitability Index Variable 

باشد. تعداد جمعیت جدید تر می یابی به پاسخ دقیق دست

برابر با اختلاف جمعیت اولیه با جمعیتی است که توسط 

در (. از این رو، 2شود )جدول نرخ نگه داری نگاه داشته می

الگوریتم جغرافیای زیستی نیز به منظور ایجاد تغییرات 

ها، از  ها یا همان پاسخ مطلوب در روند تولید جمعیت نسل

ها  شود. این پاسخ دو عملگر مهاجرت و جهش استفاده می

که در الگوریتم بهینه سازی جغرافیای  8توسط تابع برازش

رند گی باشد، مورد ارزیابی قرار می می HISزیستی همان 

(24). 

از  های اولیه : پس از ایجاد پاسخعملگر مهاجرت

بندی مطلوب بودن و طبقه میزان تعیین برای هایی روش

( بالا HSIدارای ) مطلوب های شود. پاسخ آنها استفاده می

 ضعیف های پاسخ و زیاد های گونه با زیستگاه به معنای

 کم های گونه با پایین به معنای زیستگاه HSIدارای 

زیستگاه در الگوریتم بهینه سازی جغرافیای  هر هستند.

 پذیری و نرخ مهاجرت (λ) مهاجرت  زیستی دارای نرخ

(μ) احتمالی صورت به اطلاعات گذاری اشتراک به برای 

 محاسبه زیر روابط با شده، استفاده اه راه حل بین

 شوند: می

 (0                         )        

                                       

   (2                                           )

    

 و مهاجرت نرخ مقدار بیشترین ترتیب به Eو  I آن در که

باشند و  توانند داشتهمی هاپاسخ که است پذیری مهاجرت

k(i) زیستگاه در هاگونه تعداد دهنده نشان i  ام است. این

 جمعیت نیز تعداد اعضای nباشد.  می  nتا 1 بین مقدار

با احتمالی خاص برای اصلاح پاسخ دیگر  هر پاسخ، است.

رود. زمانی که یک پاسخ برای اصلاح انتخاب  به کار می

شود آن استفاده می  (λ ) پذیری دد، از نرخ مهاجرتگر می

های موجود برای پاسخ باید  SIV تا تعیین شود هر یک از

 اصلاح شود یا خیر.

برای اصلاح انتخاب Si درپاسخ  موجود SIVیک  زمانی

 تصمیم احتمالی، شکل به (μ) مهاجرت نرخ کمک شد، با

یک  اجرتمه باعث باید ها، پاسخ از یک کدام که گیریممی

SIV که به صورت تصادفی انتخاب شده است به پاسخ ،

Si .گردد 

                                                 
8
 Fitness 
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یک زیستگاه  HSI تواند مقدارناگهانی می تحولات جهش:

 تعداد که شوند باعث تواندمی همچنین دهد. را تغییر

 به را امر باشند. این متفاوت خود متعادل مقدار ها با گونه

 تمالکنیم از احمی مدلBBO در  SIV جهش عنوان

 کردن مشخص برای زیستگاه در موجود هایگونه تعداد

 شود.می استفاده جهش نرخ

                             (0)  

 جهش بوده که نرخ مقدار بیشترین m max آن در که

 زیستگاه اینکه احتمال Psشود. توسط کاربرمعرفی می

 به منجر الگوی جهش این .(24)باشد  گونه sدقیقا دارای 

برای   BBOشود. پارامترهای می جمعیت در تنوع افزایش

آورده  2بهینه سازی شبکه عصبی این مطالعه در جدول 

 شده است.

جغرافیای  : پارامترهای انتخاب شده بهینه ساز2جدول 

 زیستی

 مقادیر پارامترها

 27 اندازه جمعیت

 07 بیشینه مقدار تکرار

 4/7 نرخ نگهداری

 0/7 نرخ جهش

 شبکه عصبی بهینه شده بر پایه جغرافیای زیستی
9(BBONN) الگوریتم :BBO های در خروجی شبکه

 0عصبی پرسپترون مطابق الگوی ارایه شده در شکل 

خطای  HSIابی تابع فیتنس استفاده گردید. جهت ارزی

10مجذور میانگین 
MSE های یک  برای تمامی نمونه

 4به صورت معادله  MSEزیستگاه محاسبه گردید. 

 شود:نمایش داده می

MSE=                       (4)  

خروجی تخمین  خروجی واقعی و  yبطوری که در آن

ها در مجموعه آموزش  اد نهایی نمونهتعد kزده شده و

در ابتدا BBO دهد که  نشان می 0باشد. شکل  می

زا  ها و بایاس رندومکاندیدهای تصادفی که به طبع آن وزن

را برای تمامی  MSEشود. این الگوریتم سپس شامل می

بندی  های پرسپترون ایجاد شده در هنگام دستهشبکه

دهد که کدام  ینشان م  MSEخطای کند.محاسبه می

 تر است.شبکه نرونی پرسپترون مناسب

                                                 
9
 Biogeography Based Optimized Neural Network 

10
 Minimum square error 

ای از  مجموعه BBOبر اساس قوانین بیان شده، الگوریتم 

 های پرسپترون جدیدی را با توجه به بهترین  شبکه

آورد.  ای که تاکنون به وجود آمده است، به وجود میشبکه

و بهبود شبکه پرسپترون آنقدر   MSEفرایند محاسبه

تواند د تا شرط پایان ارضا شود. این شرط مییابادامه می

یک حد آستانه یا بیشینه تکرارها باشد. باید توجه داشت 

های بندی نمونهمیانگین در هنگام دسته MSE که

آموزش در بانک داده برای هر شبکه پرسپترون برای 

 گردد.محاسبه می BBO آموزش بر اساس 

 ها    یافته

وان تفکیک کننده بر ارایه شده به عن  BBONNروش

های سرطان پستان ویسکانسین  روی بانک داده

(WBCD ) اعمال گردید. عملیات با استفاده از

انجام شد. در زمینه یادگیری ماشین،  2پارامترهای جدول 

روش معمول به این صورت است که بانک داده به دو زیر 

های تست های آموزش و دادهمجموعه مجزای داده

شود. جهت محک عمومیت روش ارایه یبندی م تقسیم

شده در این مطالعه و مقایسه کار با مطالعات موجود این 

های تست را به چهار نسبت های آموزش و دادهزمینه، داده

، که در آن 57-57بندی کردیم. نسبتمختلف تقسیم

ها را برای آموزش شبکه و نیمی دیگر را نیمی از داده

 هایمچنین از نسبتشوند. ه جهت تست انتخاب می

 07با اعتبار سنجی ضربدری  07-07و  57-57، 67-47

و نشان دادن  12جهت جلوگیری از اورفیتینگ 11گانه

 اهمیت روش ارایه شده استفاده کردیم.

ای را که در آن دو لایه ما معماری شبکه  BBONNبرای

پنهان که لایه اول شامل یک نورون و لایه دوم شامل دو 

یک  و همچنین یک لایه خروجی که دارای باشد نورون می

بود، انتخاب نمودیم. بنابراین ساختار شبکه در بر  نورون

دارنده یک لایه ورودی، یک لایه خروجی و دولایه پنهان 

  باشد.( می0-2-0)

های مورد استفاده در این تابع فعال سازی برای الگوریتم

ال ها اعم مطالعه سیگموید بوده و برای تمامی نورون

 شود.  می

 

                                                 
11

 10 fold cross validation 
12

 Over-fitting 

 [
 D

O
R

: 2
0.

10
01

.1
.1

73
59

40
6.

13
96

.1
0.

4.
5.

0 
] 

 [
 D

ow
nl

oa
de

d 
fr

om
 ij

bd
.ir

 o
n 

20
26

-0
2-

14
 ]

 

                             6 / 11

https://dor.isc.ac/dor/20.1001.1.17359406.1396.10.4.5.0
https://ijbd.ir/article-1-666-fa.html


   و همکاران مدی طوسیسیروس اح                                        6931  زمستان

05 

 

 : فلوچارت الگوریتم پیشنهادی6شکل

 

دو معیار مختلف جهت متوقف سازی آموزش استفاده 

گردید: در حالت اول زمانی متوقف شد که متوسط مجذور 

رسید و در حالت دیگر آموزش زمانی متوقف  70/7خطا به 

و تعداد کل  4777گردید که تعداد کل ارزیابی فیتنس به 

تعداد تکرارها، تعداد  برسد. 2777به  (epocs)تکرارها 

های آموزش به شبکه معرفی  دفعاتی است که نمونه

گردند. انحراف معیار ماکزیمم، میانگین و استاندارد  می

-57بندی  های تقسیم تکرار برای نسبت 57برای نتایج با 

 ارایه گردیده است. 07-07و67-47، 57

نظور مقایسه و با توجه به نتایج به دست آمده و به م

پیشنهادی، ما دقت  BBONN ارزیابی عملکرد مدل 

را با توجه به مقادیر محاسبه  تفکیک، حساسیت و ویژگی

صورت زیر  بندی به فرمول نماییم.شده تعریف و محاسبه می

 باشد.( می0)جدول 

 

 : روش محاسبه دقت تفکیک،حساسیت و ویژگی9جدول

 عنوان رابطه عنوان رابطه

FPF =  
 کسر مثبت نادرست

Sen =  
 حساسیت

FNF =  
 کسر منفی نادرست

Spe =  
 ویژگی

Misclass =  
 کسر موارد نابجا

Acc =  
 دقت

 

FP :به که خیمی خوش های مثبت نادرست، تعداد نمونه 

: منفی درست، بیانگر TNاند.  دهش شناخته بدخیم اشتباه

خیمی که به درستی شناخته  های خوش تعداد نمونه

های بدخیمی که  : مثبت درست، تعداد نمونهTPاند.  شده

تعداد  : منفی نادرست،FNاند.  به درستی شناخته شده

-خیم شناخته شده های بدخیمی که به اشتباه خوشنمونه

 اند.

ارایه شده در این  روش مقایسه با حالات غیر بهینه:

مطالعه با حالات غیر بهینه، که شامل حالت عادی و 

حالتی که از روش آنالیز اجزای اصلی نیز کمک گرفته 

های سرطان پستان ویسکانسین انجام  شود، بر روی داده

شده و نهایتا نتایج مقایسه گردید. دقت بدست آمده در 

آنالیز عادی یعنی بدون بهینه سازی، با بکارگیری حالت 

اجزای مستقل و بکارگیری اجزای مستقل و بهینه ساز 

آورده شده است. نتایج این جدول  4زیستی در جدول 

باشد  می 57-57دهد در حالی که نسبت آموزش  نشان می

استفاده از آنالیز اجزای مستقل تاثیر بسزایی در افزایش 

 دقت دارد.
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گر  نجایی که در برخی موارد دقت به تنهایی بیانآاز 

باشد مقادیر ویژگی و  کارایی روش استفاده شده نمی

حساسیت نیز برای حالات عادی، با بکارگیری آنالیز اجزای 

ساز  مستقل و بکارگیری توامان اجزای مستقل و بهینه

 .(6و  5)جدول  محاسبه گردید زیستی

با بکارگیری آنالیز  برای حالت عادی، ROCمنحنی 

ای مستقل و بهینه ساز اجزای مستقل و بکارگیری اجز

به ترتیب  07-07زیستی به طور همزمان برای نسبت داده 

الف، ب و ج آورده شده است. سطح زیر  2های  در شکل

توسط نرم افزار متلب و به  (AUCیا ) ROCمنحنی 

روش ذوزنقه محاسبه گردیده است. برای حالت عادی 

و بکارگیری اجزای  70/7، آنالیز اجزای مستقل 08/7

باشد. به  می 0تقل و بهینه ساز زیستی به طور همزمان مس

 47-67و  57-57های  برای داده  AUCطور مشابه، مقدار

ساز زیستی به طور نیز برای اجزای مستقل و بهینه

 باشد.می 770/7و  770/7همزمان به ترتیب 
  

 ترتیب برای حالت عادیبه   95-05و  85-15،  85به  85: دقت بدست آمده نسبت اموزش به تست 8جدول 

 با بکارگیری آنالیز اجزای مستقل و بکارگیری اجزای مستقل و بهینه ساز زیستی به طور همزمان

 حالت عادی نسبت آموزش به تست
 آنالیز اجزای مستقل

(PCA) 

اجزای مستقل و جغرافیای زیستی 

(PCA+BBO) 

57-57 65% 0/70% 4/78% 

67-47 8/70% 2/78% 0/78% 

07-07 5/78% 77% 077% 

 به ترتیب برای حالت عادی  95-05و  85-15،  85به  85: ویژگی بدست آمده نسبت آموزش به تست 8جدول 

 با بکارگیری آنالیز اجزای مستقل و بکارگیری اجزای مستقل و بهینه ساز زیستی به طور همزمان

 حالت عادی نسبت آموزش به تست
 آنالیز اجزای مستقل

(PCA) 

و جغرافیای زیستی  اجزای مستقل

(PCA+BBO) 

57-57 0 70/7 70/7 

67-47 77/7 78/7 78/7 

07-07 77/7 78/7 0 

 به ترتیب برای حالت عادی  95-05و  85-15،  85به  85: حساسیت بدست آمده نسبت آموزش به تست 1جدول 

 طور همزمان با بکارگیری آنالیز اجزای مستقل و بکارگیری اجزای مستقل و بهینه ساز زیستی به

 حالت عادی نسبت آموزش به تست
 آنالیز اجزای مستقل

(PCA) 

اجزای مستقل و جغرافیای زیستی 

(PCA+BBO) 

57-57 75/7 76/7 76/7 

67-47 70/7 76/7 76/7 

07-07 78/7 70/7 0 

 

 

 

 05-95و  15-85، 85-85های آموزش به تست  برای نسبت  ROC: سطح زیر نمودار2شکل

  
 

 05-95و  15-85، 85-85های آموزش به تست  برای نسبت  ROCسطح زیر نمودار: 2شکل

 [
 D

O
R

: 2
0.

10
01

.1
.1

73
59

40
6.

13
96

.1
0.

4.
5.

0 
] 

 [
 D

ow
nl

oa
de

d 
fr

om
 ij

bd
.ir

 o
n 

20
26

-0
2-

14
 ]

 

                             8 / 11

https://dor.isc.ac/dor/20.1001.1.17359406.1396.10.4.5.0
https://ijbd.ir/article-1-666-fa.html


   و همکاران مدی طوسیسیروس اح                                        6931  زمستان

00 

 بحث 

هدف بهینه سازی و ارزیابی یک سیستم  مطالعه فعلی با

مبتنی بر شبکه عصبی جهت کمک به تشخیص پزشک در 

های سرطان پستان انجام شد. سیستم  تعیین نوع توده

های  ارایه شده شده در این مطالعه در تشخیص توده

بندی را با دقت  خوشخیم و بدخیم موفق بود و دسته

  BONNپیشنهادی % انجام داد. حسن روش077

کاهش ویژگی به روش آنالیز جزء اصلی و  از استفاده

انتخاب مناسب بهینه ساز تکاملی بود که نتایج حاصل از 

پذیری بهتر در عین  آن حاکی از سرعت بیشتر و تعمیم

ر موارد پیاده سازی شده در این افزایش دقت نسبت به دیگ

تواند ابزار بسیار  می موضوع بود. بر این اساس، این روش

مناسبی جهت کمک به پزشکان برای تشخیص بیماری 

باشد و یا به عنوان نظر دوم برای تشخیص نهایی مورد 

های دقیق و  استفاده از چنین روش استفاده قرار گیرد.

یص هوشمند سرطان سریع، امید عملی کردن سامانه تشخ

 کند. پستان را بیشتر می

 در این پیشنهادی سیستم داد نشان نتایج شبیه سازی

سرطان  به مبتلا بیماران داده مجموعه روی بر مقاله

 است % رسیده077دقت  به ویسکانسین بیمارستان پستان

 بوده داده این مجموعه روی بر مشابه تحقیقات از بالاتر که

 کاذب نیز منفی پارامتر مقدار به ایدب این بر است. علاوه

 در پیش بینی های مدل در پارامتر این درصد داشت. توجه

 اشتباه، به بیمار فرد چون دارد اهمیت پزشکی بسیار حوزه

 بسیار عواقب تواند می که شود می گرفته نظر در سالم

 در شده ارایه بینی مدل پیش باشد. در داشته خطرناکی

بود،  صفر 07-07بندی  برای دسته مقدار این تحقیق این

 های روش پیشنهادی است. که از دیگر مزیت

نتایج  مقایسه شده، های ایجاد مدل دقت زمینه در

با نتایج این  مطالعات اخیر بر روی پایگاه داده ویسکانسین

( با 25) همکاران و است. مالمیر اهمیت مطالعه حایز

 قت شبکهد روش بهینه سازی رقابت استعماری استفاده

( 26سایان ) و رسیدند. کویونکو %0/70عصبی را به دقت 

 روی مجموعه بر شبکه عصبی شعاعی از نیز با استفاده

 % رسیدند. اوبیلی76 دقت به ویسکانسین بیمارستان داده

 برای  ماشین بردار پشتیبان ( با بکارگیری20همکاران ) و

ج به نتای با مقایسه % رسیدند. در5/77سرطان به  تشخیص

پژوهش  این در پیشین، شده ذکر مطالعات در دست آمده

 کاهش ویژگی به روش آنالیز جزء اصلی به از با استفاده

 تعداد از (. استفاده4یافت )جدول  دست کامل شناسایی

 های سیستم کارکرد سرعت ها باعث بهبود ویژگی کمتر

 شود.   می برخط

 (28همکاران ) و سروستانی سوی دیگر سلطانیاز 

 بدخیم یا خیم خوش جهت تشخیص مختلفی های روش

 عصبی های شبکه از با استفاده پستان سرطان بودن

 را شبکه هر در خطا مربع متوسط و کردند ارایه مختلف

 و رقابتی عصبی های شبکه میان از که کردند باهم مقایسه

 کمترین متوسط به شعاعی پایه عصبی شبکه شعاعی، پایه

 در مطالعه یافت. دست بهتری تدق نتیجه در و خطا

از ماشین  (27همکاران ) و احمد محمد مدحت دیگری

 روش این دریافتند که و بردار پشتیبان استفاده نمودند

 مطالعات نتایج زیر منحنی بیشتری است. سطح دارای

با  مقایسه داده در مجموعه این روی بر محققان ذکرشده

که این روش از دهد  می مقاله، نشان این روش پیشنهادی

ی گذشته در این حوزه برتری داشته این حیث نیز برکارها

(. 2)شکل  و سطح زیر منحنی را به حداکثر رسانیده است

های دقیق و سریع، امید عملی  استفاده از چنین روش

کردن سامانه تشخیص هوشمند سرطان پستان را بیشتر 

 کند. می

حذف  رکورد 06 به  توان می پژوهش این های محدودیت از

نتایج به  بر تواند می که کرد اشاره داده مجموعه از شده

 نبودن باشد. به روز مؤثر پژوهش این از دست آمده

توجه  با که هایی است ها از دیگر محدودیت داده مجموعه

است مدل  بیماری، بهتر این به مبتلایان سالانه آمار به

 بیماران از یکاف که تعداد به روز و واقعی های داده با سازی

 به علاوه، شود. ارزیابی نتایج و در بر گیرد، انجام پذیرد را

 مطالعه )مگر مورد داده پایگاه برای فقط این پژوهش نتایج

 باشد.  معتبر می  توسعه( شرط به

برای تشخیص سرطان  مدل، شایان ذکر است که این

پستان که یک مساله دو کلاسه است، پیشنهاد شد. 

ر آن در سایر مسایل مرتبط با طبقه بندی رفتا بنابراین

چند کلاسه نیاز به بررسی دارد. علاوه بر این، مدل 

 های مقداری اعمال شد که پیشنهادی تنها بر روی داده

می توان رفتار این الگوریتم را بر روی تصاویر و 

های مورد مطالعه این حوزه نیز قرار داد. همچنین  سیگنال

های بالینی داخلی جامع  دن دادهاز آنجایی که موجود نبو

باشد، برای  های مطالعه حاضر می تیکی از محدودی

 این بومی سازی گردد با مطالعات آینده پیشنهاد می
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های  بیمارستان های داده با مجموعه را شبکه سیستم،

 پرداخت. بیماری این بینی به پیش و داد کشورمان آموزش

 گیری نتیجه
جغرافیای زیستی جهت بهینه  گوریتممقاله از ال این در

 نوع سرطان بندی طبقه برای عصبی سازی خروجی شبکه

 استفاده شد. ابتدا بدخیم و خیم خوش دسته دو به پستان

آنالیز استفاده با نرمال سازی و استفاده از  مورد های داده

 با سپس شبکه شدند. پیش پردازش اجزای مستقل

داده و اعتبار  آموزش آموزشی و اعتبار سنج، های نمونه

 شد. از آزمون آزموده های با نمونه انتها در و شد سنجی

 حاضر مقاله در ویژگی حساسیت و بودن بالا دلایل

که  طور همان های ورودی پردازش داده پیش به توان می

 بهینه ساز شبکه مناسب و انتخاب شد داده شرح تر پیش

روش  واقع در .کرد اشاره منظور این برای عصبی

 و زیاد خاطر سرعت و دقت به این مقاله در نهادیپیش

است.  برتر ها دیگر روش به نسبت آن خوب تعمیم پذیری

توانند  می بعدی نیز برای مطالعات این دست از مطالعاتی

بودن  هزینه کم دلیل به طرفی از و شوند استفاده بررسی و

بود.  خواهند به صرفه بسیار فرآیند انجام بالای سرعت و

اساس نرم افزاری طراحی شده و  شود بر این می ادپیشنه

 قرار گیرد. استفاده پزشکان مورد جهت کمک به
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