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Abstract 

Introduction: The identification of factors influencing the incidence of breast cancer bears great 

importance. The wide range of symptoms of the disease makes the diagnosis difficult for 

doctors. Preventing breast cancer could be achieved via a knowledge of the factors affecting the 

incidence of the disease. The purpose of this paper was to identify variables related to dietary habits, 

cultural factors, and laboratory results that could contribute to the effective prediction of breast cancer. 

For this purpose, an optimal model based on genetic bee colony (GBC) algorithm was developed to 

increase machine learning accuracy. 

Methods: In this study, patient information was collected from the database of Mortaaz subspecialty 

hospital in Yazd. Medical records of 711 breast cancer patients were screened for 63 variables. 

Patients had been followed up for at least two years. Variables most affecting the incidence of breast 

cancer were identified using the GBC algorithm and backup vector machine. 

Results: Among diet- and culture-related factors, smoking and hookah use, physical inactivity, 

nighttime employment, and being single and cultural factors related to breast cancer were selected. 

Also, based on the proposed model, factors such as comparing the results of previous and current 

mammograms, the duration of taking contraceptive pills, hysterectomy, hormone replacement therapy, 

nipple retraction and pain, type of discharge, and detecting a mass in mammograms were effective in 

detecting the disease. No significant relationship was found between breast cancer and factors such as 

using the microwave in the kitchen, or the type of rice or oil consumed. 

Conclusion: Using dietary habits and cultural factors in the prediction of breast cancer, the proposed 

model has the least error rate and the most accuracy compared with other models such as fuzzy and 

neural networks. 

Keywords: Genetic Bee Colony Algorithm, Feature Selection, Breast Cancer, Dietary Habits, Cultural 

Factors, Laboratory Results 
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بینی سرطان پستان از های موثر در پیشبهبود الگوريتم زنبور عسل ژنتیکی برای انتخاب ويژگی

امل فرهنگی، علايم بالینی و نتايج آزمايشگاهیبین عادات غذايی، عو

کامپيوتر، دانشگاه محقق اردبيلی، اردبيل، ایران گروه: *مهدی  نوشیار

ایران یزد، یزد، دانشگاه کامپيوتر، دانشجوی دکتری، گروه: مومنی محمد

ن، ایرانگروه برق و کامپيوتر، مجتمع آموزش عالی اسفراین، خراسان شمالی، اسفرای :ثریا غراوی

چکیده 

های موثر در بروز سرطان پستان دارای اهميت است. وجود علایم مختلف این بيماری، تشخيص را برای پزشکان  کشف ویژگی مقدمه:

انتخاب  گردد. هدف این مقاله، کند. پيشگيری از ابتلا به سرطان پستان با آگاهی از عوامل تاثيرگذار در بروز بيماری، ميسر میدشوار می

بينی سرطان پستان از بين عادات غذایی، عوامل فرهنگی و نتایج آزمایشگاهی است. برای این کار یک مدل بهينه  های موثر در پيش ویژگی

شود.  مبتنی الگوریتم زنبور عسل ژنتيکی برای افزایش دقت یادگيری ماشين معرفی می

است. پرونده پزشکی آوری شده اه داده بيمارستان فوق تخصصی مرتاض یزد جمعدر این مطالعه، اطلاعات بيماران از پایگ روش بررسی:

ویژگی مورد بررسی قرار گرفته است. هر یک از بيماران حداقل به مدت دو سال تحت  36بيمار مبتلا به سرطان پستان با تعداد  177

بين عادات غذایی، عوامل فرهنگی، علایم بالينی و نتایج های تاثيرگذار در ابتلا و تشخيص سرطان پستان از  ویژگیاند. پيگيری بوده

 و ماشين بردار پشتيبان انتخاب شد. GBCآزمایشگاهی، با استفاده از الگوریتم 

های استعمال سيگار و قليان، عدم فعاليت ورزشی، اشتغال در شيف شب و تجرد از بين عادات غذایی و عوامل فرهنگی در  ویژگی ها:یافته

هایی مانند: مقایسه نتيجه ماموگرافی قبلی و فعلی، مدت  پيشنهادی ویژگی تشخيص سرطان پستان انتخاب شدند. همچنين مدل ارتباط با 

مصرف قرص ضدبارداری، هيستروکتومی، جایگزینى هورمون، ميزان تو رفتگی نوک پستان، ميزان درد، نوع ترشح و توده موجود در تصاویر 

هایی مانند استفاده از ماکروفر در  ویژگی هيچ ارتباط معناداری بين سرطان پستان و این بيماری دانست.ماموگرافی را موثر در تشخيص 

 آشپزخانه، نوع برنج و روغن مصرفی یافت نشد.

مدل پيشنهادی نسبت به سایر  بينی سرطان پستان،پيش با استفاده از عادات غذایی و عوامل فرهنگی در گیری:نتیجه

است. دقت و صحت  ترینبيش و خطا ميزان قایسه مانند فازی و شبکه عصبی، دارای حداقلهای مورد ممدل

: الگوریتم زنبور عسل ژنتيکی، انتخاب ویژگی، سرطان پستان، عادات غذایی، عوامل فرهنگی، نتایج آزمایشگاهیهای کلیدیواژه

 39/31/31تاریخ پذیرش: │89/39/31تاریخ ارسال: 

يار.مهدی نوشدانشگاه محقق اردبيلی،  کامپيوتر، گروه کامپيوتر، برق و مهندسی دانشکده ،اردبيل نشانی نویسنده مسئول: *

nooshyar@uma.ac.irنشانی الکترونيک: 
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 مقدمه

های غيرطبيعی در پستان از علل  رشد خارج از قاعده سلول

(. سرطان پستان قابل پيشگيری و 7رطان پستان است )س

توان کارهای ویژه میتشخيص زودرس است و با ارایه راه

مراجعه دیرهنگام بيمار را کاهش داد. درمان موثر سرطان 

پستان به منظور افزایش بقا، کاهش مرگ و ارتقا کيفيت 

زندگی دارای اهميت است. این بيماری تهدید بزرگی بر 

نان بوده و از عوامل شایع در کاهش عمر زنان به سلامت ز

 (. 2رود )شمار می

بينی، تشخيص و درمان این بيماری عوامل برای پيش

بسياری از قبيل وجود تومور، درگيری غدد لنفاوی، 

 تورفتگی نوک پستان و بروز ترشح در پستان استفاده 

وجود شباهت زیاد در علایم بالينی و (. 6شود )می

اهی سرطان پستان احتمال تشخيص نادرست را آزمایشگ

ترین علامت سرطان (. توده، شایع4دهد )افزایش می

پستان می باشد که در اغلب موارد توسط خود بيمار 

بصورت اتفاقی کشف می شود و در بقيه موارد توسط 

پزشک در معاینه بالينی مشخص می شود. این توده ممکن 

وارد بدون درد است. در ولی در اغلب م ؛است دردناک باشد

های متعدد بروز صورت توده بعضی موارد سرطان پستان به

  .(5- 8کند ) می

ها با استفاده از ماشين بينی انواع بيماریتشخيص و پيش

پذیر است. تشابه علایم امکان SVMیا  7بردار پشتيبان

بالينی و آزمایشگاهی سرطان پستان، احتمال بروز خطا در 

دهد. کشف الگوهای مفيد بين ایش میتشخيص را افز

بيماری و علایم بالينی و آزمایشگاهی بيمار از کاربردهای 

باشد. منظور از الگوی ماشين بردار پشتيبان در پزشکی می

ها است که ارتباط ميان یک مفيد، مدلی در داده

های بيمار و تشخيص بيماری را بيان زیرمجموعه از داده

هایی که در تشخيص ير با پيشرفتهای اخکند. در سالمی

زودرس این بيماری به وجود آمده است، درمان آن نيز با 

های پستان تری همراه شده است. اگر تودهموفقيت بيش

در اندازه کوچک کشف شوند به خوبی قابل درمان هستند. 

های تشخيص زودرس ماشين بردار پشتيبان از روش

 (.9سرطان پستان است )

 در خطی گسسته و تحليل تجزیه روشان استر و همکار

بانک اطلاعاتی  از با استفاده سرطان پستان تشخيص

                                                 
1 Support vector machines 

WDBC  پور و (. شيخ71% ارایه دادند )8/93با دقت

همکاران تشخيص سرطان پستان با استفاده از کاهش دو 

های استخراج شده آسپيراسيون سوزنی و ای ویژگیمرحله

 (.77کردند )کاوی را معرفی های دادهالگوریتم

یک الگوریتم گروهی ( Bee Algorithm) الگوریتم زنبور

ميلادی ابداع  2115در سال   مبتنی بر جستجو است که

سازی رفتار جستجوی غذای   شده است. این الگوریتم شبيه

های زنبور عسل است. در نسخه ابتدایی این الگوریتم،  گروه

که با دهد  نجام میالگوریتم نوعی از جستجوی محلی ا

تواند برای  ترکيب شده و می جستجوی تصادفی

سازی تابعی استفاده شود. این  سازی ترکيبی یا بهينه بهينه

های هوش ازدحامی از دو  الگوریتم نيز مانند سایر الگوریتم

کند. زنبورهای کارگر  روش اکتشاف و استخراج استفاده می

 وظيفه استخراج و زنبورهای ناظر وظيفه اکتشاف را به

عهده دارند. زنبورهای کارگر در اطراف یک منطقه 

ای که شامل جواب مسئله  های پيدا شده یا منطقه )گل

گردند و زنبورهای ناظر با  است( به دنبال جواب بهينه می

 رفتار تصادفی به دنبال پيدا کردن مناطق جدید هستند.

کاوی برای تشخيص سرطان استفاده از سه تکنيک داده

بينی که پيشلن و همکاران معرفی شد پستان توسط د

%، 3/96دقت با  (C5)سرطان توسط درخت تصميم 

SVM  و مدل رگرسيون  %2/97مصنوعی با دقت

آرونا و سازی گردید. % شبيه2/89لجستيک با دقت 

WDBCبانک اطلاعاتی از همکاران با استفاده
توسط  2

کاوی از قبيل درخت تصميم و بيز ساده و های دادهمدل

SVM  به  31/96% و 37/92%، 91/92به ترتيب با دقت

 (. 72بينی سرطان پستان رسيدند )پيش

 بينی ماشين بردار پشتيبان را دقت تشخيص و پيش

توان از طریق تنظيم پارامترهای ورودی با استفاده از می

هوش جمعی در های هوش جمعی افزایش داد. الگوریتم

گروهی از حيوانات  سازی رفتار جمعیواقع بر پایه شبيه

در این مطالعه با  .(76است ) ها شکل گرفتهمانند زنبور

های گردآوری مجموعه دادهنامه، تکميل و طراحی پرسش

های بيماران در بيمارستان فوق تخصصی موبوط به پرونده

بينی مرتاض یزد، مدلی برای افزایش دقت تشخيص و پيش

کلونی زنبور  ماشين بردار پشتيبان مبتنی بر الگوریتم

 گردد. معرفی می عسل

                                                 
2
 Wisconsin Diagnostic Breast Cancer 
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 هامواد و روش
کنندگان در مطب ماموگرافيست جهت  انتظار مراجعه

دهی برای برداشت تصاویر ماموگرافی، فرصتی را  نوبت

آوری  ها به طور کامل جمع کرد تا مجموعه داده  فراهم

نامه از پزشک،  گردد. تکميل بانک اطلاعاتی با اخذ رضایت

کنندگان انجام گرفت.  مراجعه ماموگرافيست و

سرطان پستان، تحت نظر مربوط به  های پرسشنامه

پزشکان متخصص در بيمارستان فوق تخصصی مرتاض یزد 

آوری تکميل و جمعهای جدید طراحی، بر اساس ویژگی

 7695تا  7696 هایسال به ها مربوطداده .گردیده است

 سته است:ها در این مقاله شامل سه د است. مجموعه داده

کنندگان  آوری شده از مراجعه های جمع پرسشنامه .7

 در پيوست( 2و پ. 7)جدول پ.

شده توسط تکنسين و ماموگرافيست  های تکميل فرم .2

 (در پيوست 6 )جدول پ.

نظرات نهایی پزشکان در خصوص نتایج تشخيص  .6

 (7)جدول سرطان پستان 

 
: فرم نظرات پزشک معالج در خصوص تشخیص 7جدول 

 تانسرطان پس

 نظر پزشک های مهم یافته

 های بالينی شرح نکات مهم یافته های بالینی مهمیافته

 نتایج بررسی تصویر ماموگرافی های ماموگرافییافته

 نتایج بررسی تصویر سونوگرافی های سونوگرافییافته

 MRIنتایج بررسی تصویر   MRIهای یافته

 قبلی و فعلیشرح مقایسه پاتولوژی  نتایج پاتولوژی قبلی
 

 

کنندگان  های عادات غذایی از مراجعه پرسشنامهاطلاعات 

از   آوری شده است، در طراحی این پرسشنامه جمع

های جدید مانند استفاده از ماکروفر در آشپزخانه،  ویژگی

)جدول شده است  مصرف برنج، استعمال قليان استفاده

نيز  عوامل فرهنگی  پرسشنامه. اطلاعات در پيوست( 7پ.

آوری شده است، سوالات این  کنندگان جمع از مراجعه

های مورد  مانند جنس لباسهایی  از ویژگی  پرسشنامه

 استفاده، نحوه رفتار با خانواده و درآمد ماهيانه است

اطلاعات کليدی  .(در پيوست 2جدول پ.)

کنندگان توسط تکنسين و ماموگرافيست تکميل  مراجعه

(. پزشک معالج در طول يوستدر پ 6جدول پ.شده است ) 

فرایند تشخيص سرطان پستان، پس از بررسی تصاویر 

ماموگرافی، علایم بالينی و نتایج آزمایشگاهی نظر خود را 

های  در تشخيص سرطان پستان یافته نماید. اعلام می

و نتایج  MRIبالينی مهم، ماموگرافی، سونوگرافی، 

 7ل جدو پاتولوژی برای پزشک تعيين کننده است.

دهنده نظرات نهایی پزشکان در خصوص نتایج  نشان

 177 شامل داده تشخيص سرطان پستان است. مجموعه

 باشد.  ویژگی می 36نمونه و 

در این مقاله اطلاعات موجود در پرونده شامل نام، 

خانوادگی، شماره پرونده بيمار و نشانی حذف شدند.  نام

اند، کنار  داشته همراجعبار  پرونده بيمارانی را که فقط یک 

ها در دسترس  گذاشته شد؛ زیرا اطلاعات کامل از آزمایش

های بالينی مهم،  های یافته هایی که برای ویژگی نمونه نبود.

و نتایج پاتولوژی قبلی،  MRI، ماموگرافی، سونوگرافی

ها در  مقدار ناقص داشتند، به دليل اهميتی که این ویژگی

ثابت کرده  هونگجو لو نتيجه نهایی دارند، حذف شدند.

های  که حذف عاقلانه، بهتر از جایگزین کردن ویژگی است

های مانند ميانگين، انتساب تصادفی،  پر اهميت با تکنيک

های  نمونه (74)های بيزی است.  انتساب رگرسيون و مدل

گردیدند. قد  یژگی مفقوده بودند نيز حذفکه دارای چند و

تنهایی اهميتی ندارند، بلکه شاخص توده  و وزن نيز به 

ها حذف  ها تاثيرگذار است. در نتيجه این ویژگی بدنی آن

های مرتبط استفاده شده  ها از شاخص جای آن شدند و به

های موجود در هر ها و تعداد نمونهاست. اسامی کلاس

 شده است.شان دادهن 2کلاس در جدول 

 

 هاهای کلاس: اسامی و تعداد نمونه8جدول 

 نام کلاس ی موجود در کلاسهاتعداد نمونه

 سالم 552

 خیم خوش 766

 بدخیم 23

 

 های برداراساس ماشينهای بردار پشتیبان: ماشین

های سازی خطای ساختاری طبق نظریهپشتيبان، کمينه

د مهم در یادگيری، یادگيری آماری است. یکی از موار

قابليت تعميم مناسب با استفاده از تعداد محدود داده 

های آموزشی ها دادهتر بيماریباشد. در بيشآموزشی می

کافی برای الگوریتم یادگيرنده وجود ندارند و یا فراهم 

بر و مشکل است. فرایند یادگيری برای نمودن آن زمان
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اده آموزشی از طریق ها با تعداد محدود دبينی بيماریپيش

 (.75پذیر است )های بردار پشتيبان امکانماشين

 فضای از ها بندی ابتدا دادهبرای کلاس SVMدر روش 

Rاوليه 
n  به فضای با استفاده از تبدیل غيرخطی ،R

m 

 مرز یافتنشود. برای است منتقل می m>nکه 

 ردد:گبهينه از رابطه زیر استفاده می گيری تصميم

 
 
   0 ≤ ai ≤ C  i=1, … , N 
 

       Ʃi=1
N 

  ai  yi=o 

                                 

(7) 

ضریب لاگرانژ و  گيری، تصميم مرز روی اینقطه xکه 

C ( از یک تابع هسته به جای 7عدد ثابت است. در رابطه )

 گردد:میصورت زیر استفاده  به 

K (xi,xj)=Ø (xi) Ø (xj)                                                                   

 (2)  

 شود.سازی حل میمسئله بهينه با تعيين مقدار 

عنوان تابع هسته به صورت  توان تابع سيگموئيد را بهمی

 زیر در نظر گرفت:

K (xi,xj)=e
(-¥|x – x

i |
2
) 

                  (6)  

در الگوریتم ماشين  ¥و  Cانتخاب مناسب پارامترهای 

ميزان جریمه  Cبردار پشتيبان دارای اهميت است. پارامتر 

 (.73بند تاثيرگذار است )را نشان داده و در خروجی دسته

GBCالگوریتم الگوریتم زنبور عسل ژنتیکی: 
9 

کرد جدیدی است که توان افزایش دقت و کاهش خطا روی

بينی را با محاسبات حداقل و مرتبه زمانی کمتر از در پيش

یابی در الگوریتم  . روال بهينه(71)کارهای مشابه دارد 

GBC هدایت شده استوار  -براساس یک روند تصادفی

باشد. این روش بر مبنای نظریه تکامل تدریجی و  می

است.  گذاری شده  تم زنبور عسل پایههای الگوری ایده

الگوریتم زنبور عسل هر نقطه را در فضای پارامتری 

های ممکن به عنوان منبع غذا تحت  متشکل از پاسخ

بان به صورت تصادفی  دهد. زنبورهای دیده بررسی قرار می

کنند و به وسيله تابع شایستگی ها را ایجاد میفضای پاسخ

دهند. شده را گزارش میهای بازدید کيفيت موقعيت

                                                 
3
 Genetic Bee Colony 

شوند و دیگر زنبورها  بندی می های ایجاد شده رتبه جواب

ها را در پيرامون  ای هستند که فضای پاسخنيروهای تازه

کنند که  ها جستجو می خود برای یافتن بالاترین رتبه محل

شود. الگوریتم به صورت گزینشی دیگر  گلزار ناميده می

تابع شایستگی  ی بيشينهگلزارها را برای یافتن نقطه

  کند. جستجو می
در نهایت، به منظور دستيابی به یک تعادل بين 

( و بهبود 78) ABC برداری و اکتشاف در الگوریتم بهره

های جستجوی محلی، از اپراتورهای جهش  توانایی

ها  الگوریتم ژنتيک در طول فرآیند جایگزینی راه حل

دن جمعيت تصادفی با دا GBCالگوریتم شود. استفاده می

های استخراج شده ویژگی جستجو یعنی اوليه از فضای

 شود:شروع می

Xmi =Xi
min

 + rand * (Xi
max

 – Xi
min) 

                             (4)  

 مساله برای حل راه بردار یک Xmiبالا  رابطه در که

 SNباشد. می m=1,…,SN و i=1,…,n و سازی بهينه

 بعدی nبردار  یکXi هر  و اوليه جمعيت تعداد گر بيان

 .شودمی محاسبه حل راه هر برازش تابع است. سپس

               Fit m (xm) 

Pm =     

           Ʃ
sn

 m=1  fit m(xm) 

          (5)  

 باشد.  می xm برازش  تابع fit(xm )و 

 مدل پیشنهادی

، علاوه بر انتخاب در روش پيشنهادیپردازش:  پیش

بينی سرطان پستان، وزن هر یک های موثر در پيشویژگی

شود. انتخاب ویژگی به منظور حذف ها یافته میاز ویژگی

هاست.  تاثير در مجموعه دادههای نامرتبط و بی ویژگی

بندی  های نامرتبط باعث بروز خطا در کلاسه ویژگی

از کل  ای ها، زیرمجموعه شود. در انتخاب ویژگی می

گردد. استفاده از روش انتخاب ویژگی  ها، انتخاب می ویژگی

باعث کاهش زمان آموزش، کاهش زمان محاسباتی و 

شود. یک الگوریتم  بند می افزایش قابليت تعميم کلاسه

انتخاب ویژگی از یک روش جستجو برای انتخاب 

ها و یک معيار ارزیابی برای  ای از ویژگی زیرمجموعه

کند. در  ه این زیرمجموعه استفاده میدهی ب امتياز

ها  های ممکن ویژگی ترین الگوریتم، تمام زیرمجموعه ساده

ای با کمترین مقدار  مورد بررسی قرار گرفته و زیر مجموعه
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شود. جستجوی کامل  بند انتخاب می نرخ خطای کلاسه

ها دارای بار محاسباتی بالایی است. در این  فضای ویژگی

های تکاملی برای انتخاب ویژگی متحقيق از الگوریت

 استفاده شده است.

در روش پيشنهادی برای مشخص کردن ارزش و نقش هر 

به طور تصادفی برای  در تشخيص بيماری هاویژگییک از 

شود که ها وزن صفر یا یک اختصاص داده میهر ویژگی

دهنده انتخاب یا عدم انتخاب ویژگی است. مقادیر  نشان

های ها به عنوان ورودی به الگوریتمدار ویژگیوزن

بهينه  GBCبندی داده شده و توسط الگوریتم  کلاسه

 GBCحل در جمعيت اوليه در الگوریتم هر راهگردد.  می

مجموعه ای از مقادیر تصادفی )صفر یا یک( است که 

 باشد.می گر وزن هریک از ویژگیبيان

یک ابتدا  GBCالگوریتم : GBCکارگیری الگوریتم  به

،  SNراه حل به صورت تصادفی یا جمعيت اوليه از اندازه 

دهنده اندازه جمعيت و یا تعداد کل  نشان SNکه در آن 

یک راه حل خاص  iکند. اگر  منابع غذایی است، توليد می

، هر راه حل یک بردار (i = 1, 2, . . . SN)فرض شود

 (j = 1, 2, 3, . . . D)آورد به وجود می Dچندبعدی 

های آموزنده در هر  دهنده تعداد ویژگی نشان Dدر آن که 

دهنده  نشان Xijراه حل بهينه شده است. هر سلول 

ها است. در مسئله انتخاب شاخص وزن مربوط به ویژگی

بندی که با استفاده  حل همراه با دقت طبقهویژگی، هر راه

بندی کننده مانند شبکه عصبی و های دستهاز الگوریتم

SVM گيرد. مقدار آید مورد پردازش قرار میمی به دست

شهد در یک منبع غذایی به مقدار دقت از راه حل وابسته 

مرتبط است. اگر مقدار دقت جدید  GBCدر الگوریتم 

بهتر از ارزش دقتی است که قبلا به دست آمده است، پس 

کند )منبع غذایی(، و  از آن زنبور راه حل قدیمی را رها می

کند. درغير  های جدید حرکت می راه حلبه سوی یکی از 

کند. بعد از  های قدیمی را حفظ می آن صورت آن راه حل

های تصادفی )جمعيت(،  مقداردهی اوليه از راه حل

شروع به جستجو برای راه حل مطلوب  GBCالگوریتم 

 کند. می

در این مرحله، زنبور عسل مرحله زنبورعسل کارگر: 

ید شده )منابع غذایی( ارسال های کاندکارگر را به راه حل

و برازندگی )مقدار شهد( آنها را با استفاده از دقت  گردیده

کنيم. بنابراین، زنبور عسل کارگر در  بندی ارزیابی می طبقه

 کند. ها جستجو میحلسراسر فضای راه

در این مطالعه، عمليات همبری مرحله زنبورعسل ناظر: 

زنبورهای عسل کارگر گذاری اطلاعات بين  برای به اشتراک

می  استفادهسازی )کندو(  و ناظر در فضای جستجو بهينه

شود. زنبورهای ناظر با تماشای رقص زنبورهای عسل 

گيرند. در  کارگر محل راه حل )منبع غذایی( را یاد می

، زنبورهای عسل ناظر از محل GBCالگوریتم پيشنهادی 

قدار بهترین منبع غذایی، که راه حلی با بالاترین م

عنوان ملکه زنبور عسل در الگوریتم ما  برازندگی دارد )به

کنند. شایان ذکر است که در  اند( استفاده می مشخص شده

اصلی، زنبورهای ناظر از این اطلاعات  ABCالگوریتم 

کنند. هر زنبور عسل  برای انتخاب همسایه استفاده نمی

 ناظر به طور تصادفی یک زنبور کارگر را به عنوان یک

، یک مدل GBCدر الگوریتم  .کند همسایه انتخاب می

مبتنی بر عمليات همبری یکسان برای انتخاب همسایه 

زنبور ناظر ارایه شده است. در مدل پيشنهادی، بهترین 

دست آمده از نتيجه همبری، به عنوان یک خروجی  نسل به

 (.7در نظر گرفته می شود )شکل 
 

 والد اول:

 

 والد دوم:

 ول:فرزند ا

 فرزند دوم:

 : همبری یکنواخت  7شکل

به منظور دستيابی به تعادل بين بان:  مرحله زنبور دیده

، حرکات  ABCقابليت بهره برداری و اکتشاف الگوریتم 

اصلی اصلاح  ABCبان را در الگوریتم  زنبور عسل دیده

ر الگوریتم پيشنهادی به منظور بهبود فرآیند دشده است. 

در طول روند  GAاز اپراتورهای جهش برداری،  بهره

 های قدیمی استفاده شده است.جایگزینی راه حل

فرایند  ABCبان طبق الگوریتم پایه  اولين زنبورعسل دیده

جستجو را بازنشانی کرده و به طور تصادفی فضای جدیدی 

کند. متعاقبا، یک عملگر جهش  از راه حل را کشف می

بان دوم  سل دیدهمکانی را برای جایگذاری زنبور ع

بان دوم، ما به دنبال یک  گيرد. در زنبور عسل دیده می

محل در سراسر فضای جستجو با توجه به راه حلی با 
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بالاترین برازندگی که تاکنون توليد شده است هستيم. نرخ 

(. ساختار 2تنظيم شده است )شکل  17/1احتمال جهش 

 نشان داده شده است. 6روش پيشنهادی در شکل 
 از جهش: قبل

 

 بعد از جهش:

 : عملگر جهش 8شکل

 

جمعيت اوليه مبتنی بر انتخاب تصادفی ویژگی ها

مرحله زنبور کارگر برای انتخاب ویژگی

مرحله زنبور ناظر برای انتخاب ویژگی

مرحله زنبور پيش آهن  برای انتخاب ویژگی

تابع هدف

برآورد دقت پيش بينی  الگوریتم طبقه بند 

آموزش الگوریتم طبقه بند بر اساس ویژگی های انتخابی

شرط خاتمه بهينه سازی

ارائه نتایج شبيه سازی

دریافت مجموعه داده ها

پيش پردازش داده ها
پاک سازی، حذف نویز و تبدیل

مقداردهی اوليه پارامترها

 

 : ساختار روش پیشنهادی9شکل 

 

با  بندیکلاسهعمل سازی روش پیشنهادی:  پیاده

های انتخاب شده، که بر اساس هریک از مقادیر ویژگی

گردد، به روش ماشين بردار پشتيبان  ها محاسبه میزنبور

بندی را با خطای . هر زنبور که کلاسهشودانجام می

تر خواهد بود.  تری انجام دهد، شایستهبينی کم پيش

 Fold-10گيری به روش تخمين خطا بر مبنای نمونه

Cross Validation (79انجام می ).از معيار  شود

accuracy  برای انتخاب و حذف یک ویژگی استفاده شده

تگی یا توانایی هر دهنده شایس است. تابع برازندگی نشان

مراحل الگوریتم تنظيم تابع برازندگی کروموزوم است، 

 باشد.روش پيشنهادی به شرح زیر می

 شود.ها فراخوانی میمجموعه داده .7

 شود.ها نرمال میمقادیر ویژگی .2

مجموعه ای از مقادیر )صفر یا یک( به هریک از  .6

 شود.  ها اختصاص داده می ویژگی

بندی  وزن یک دارند، طبقه هایی که بر اساس ویژگی .4

 شود. انجام می

 .شود بند محاسبه می ميزان خطای طبقه .5

 هایافته
های مربوط به  سازی نهایی با انتخاب ویژگی نتایج شبيه

عادات غذایی، عوامل فرهنگی، علایم بالينی و نتایج 

های  ویژگی 6آزمایشگاهی صورت گرفته است. جدول 

غذایی را نشان انتخاب شده و حذف شده از عادات 

شود، مصرف دخانيات  گونه که مشاهده می دهد. همان می

 4در ابتلا به سرطان پستان تاثيرگذار است. جدول 

های انتخاب شده و حذف شده از  ژگیدهنده وی نشان

باشد. با توجه به مقادیر جدول فوق، کار  عوامل فرهنگی می

مداوم در شيفت شب ارتباط معنادار با سرطان پستان 

ترین اطلاعات در زمينه  مهم 5داشته است. جدول 

های  تشخيص سرطان پستان را دارد. در این جدول، ویژگی

تکنسين و ماموگرافيست شده توسط  تکميل  مربوط به فرم

نشان داده شده است. مقایسه تصاویر ماموگرافی قبلی با 

فعلی، سفتی قابل لمس در پستان، توده و ترشح از 

پس از انتخاب  باشد. های این جدول می ترین ویژگی مهم

ساز، مدل پيشنهادی  ها توسط الگوریتم بهينه نهایی ویژگی

( و 27) MLP(، شبکه عصبی 21با سه روش فازی )

است. ارتباط بين شده ( مقایسه 22)RBF شبکه عصبی 

بينی شده با استفاده از های پيشهای واقعی و کلاسکلاس

، 4است. در شکل قابل محاسبه  Confusionماتریس 

ذکرشده  Confusionپارامترهای مورد نياز ماتریس 

ها از پيشنهادی با سایر روش مدلبرای مقایسه  است.
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 ،Accuracy ،Sensitivity ،Specificityمعيارهای 

Precision  وF-Measure  7جدول طبق روابط 

 :  (26) شوداستفاده می

           

پیشنهادی با سایر  مدلمقایسه : معیارهای 7جدول 

 هاروش

Accuracy = (TP + TN) / All                (3)  

Sensitivity = TP / (TP + FN)              (1)    

Specificity = TN / (FP + TN)           (8)   

Precision = TP / (TP + FP)              (9) 

Recall = TP / (TP + FN)                   (71) 
F Measure=  2 * Precision *Recall 

                     ---------------------------- 

Precision + Recall                                   (77) 

 

TPداده  تشخيص مثبت به درستی، که رکوردهایی : تعداد

 شوند.

TNداده  تشخيص منفی به درستی، که رکوردهایی : تعداد

 شوند.

FPداده  تشخيص مثبت غلط، به که رکوردهایی : تعداد

 شوند.

FNداده  تشخيص منفی غلط، به که رکوردهایی : تعداد-

 شوند.

بينی سرطان سه درصد خطا برای پيش، مقای4شکل 

GAهای  پستان بين الگوریتم
4 (24 ،)ACO

5 (25 ،)

ABC
3 (23 ،)PSO

مرحله  511در  GBC( و 21) 1

شود، دقت طور که مشاهده مینشان داده شده است. همان

بينی سرطان پستان با استفاده از الگوریتم پيشنهادی پيش

ار نتایج تشخيص دهنده نمودنشان 5شکل یابد. افزایش می

گونه است. همان Accuracyهای مختلف با معيار روش

تری نسبت شود مدل پيشنهادی دقت بيشکه مشاهده می

بينی چنين مقایسه نتایج پيشها دارد. همبه سایر روش

به  Specificityو  Sensitivityبيماری با معيارهای 

 جدولاست. نمایش داده شده 1و  3های ترتيب در جدول

 و Precisionترتيب با معيار  ها بهنتایج روش 9و  8

 F-Measure  مورد مقایسه قرار گرفته است. نتایج

                                                 
4 Genetic algorithm 
5 Ant colony optimization 
6 Artificial bee colony 
7 Particle swarm optimization 

-دهنده برتری عملکرد مدل پيشنهادی میمقایسه نشان

 باشد.

 بحث

بينی سرطان ا معرفی روشی جهت پيشب مدل پيشنهادی

 پستان با استفاده از بهبود الگوریتم زنبور عسل ژنتيکی، به

بين عادات غذایی، عوامل فرهنگی،  ها ازتخاب ویژگیان

این  پردازد. در علایم بالينی و نتایج آزمایشگاهی می

 از ایمجموعه بومی، داده پایگاه مطالعه بر اساس یک

شده و موثر در بروز سرطان پستان  شناخته کمتر الگوهای

های مربوط به ر گرفته است. پژوهشمورد پردازش قرا

 هایی از قبيل تعدادطان پستان محدودیتبينی سر پيش

رفته و  دست از هایمدل، داده برای ایجاد بيماران کم

د. در این پژوهش تعداد باشنمتغيرهای ناقص را دارا می

 قابل قبولی از بيماران با متغيرهای مناسب با حداقل 

 کار گرفته شده است.  های از دست رفته به داده

بينی سرطان پستان در  پيش های انتخاب شده درویژگی

های  ویژگیقابل مشاهده است.  5و  4، 6های  جدول

منتخب در ارتباط با تشخيص سرطان پستان از بين عادات 

غذایی و عوامل فرهنگی شامل: مجرد بودن، عدم فعاليت 

ورزشی، مصرف سيگار و قليان، کار در شيف شب است. 

، مدت همچنين مقایسه نتيجه ماموگرافی قبلی و فعلی

مصرف قرص ضد بارداری، هيستروکتومی، جایگزینى 

هورمون، ميزان تورفتگی نوک پستان، ميزان درد، نوع 

ترشح و توده موجود در تصاویر ماموگرافی موثر در 

گونه رابطه  هيچ تشخيص سرطان پستان شناخته شد.

هایی مانند  ویژگی معناداری بين بروز سرطان پستان و

ر آشپزخانه، نوع برنج وروغن مصرفی استفاده از ماکروفر د

 پيدا نشده است.

رابطه انجمنی با ضرایب  711آتشی و همکاران تعداد 

از این  رابطه 71% کشف کردند. تعداد 91اطمينان بالاتر از 

کاوراسيا و همکاران از  (. 28) دار گزارش شدروابط معنی

پستان با دقت  بينی سرطاندرخت تصميم جهت پيش

 (.29ه کردند )% استفاد14

طلوعی و همکاران پيش بينی عود مجدد سرطان پستان 

 (. 61به کمک سه تکنيک داده کاوی را ارایه دادند )

سه  در دقت که دهدمی نشان گرفته صورت هایبررسی

و  ANNگيری،  تصميم درخت یعنی کاوی، داده الگوریتم

SVM  بوده است. 951/1، 941/1، 963/1به ترتيب برابر 

 [
 D

O
I:

 1
0.

30
69

9/
ac

ad
pu

b.
ijb

d.
.1

1.
3.

71
 ]

 
 [

 D
O

R
: 2

0.
10

01
.1

.1
73

59
40

6.
13

97
.1

1.
3.

2.
2 

] 
 [

 D
ow

nl
oa

de
d 

fr
om

 ij
bd

.ir
 o

n 
20

26
-0

2-
14

 ]
 

                             8 / 12

http://dx.doi.org/10.30699/acadpub.ijbd..11.3.71
https://dor.isc.ac/dor/20.1001.1.17359406.1397.11.3.2.2
https://ijbd.ir/article-1-679-fa.html


 مهدی نوشیار و همکاران                                       7931پاییز  

17 

 بینی سرطانجهت پیش های انتخاب شده و حذف شده از عادات غذایی : ویژگی9جدول 

 سازی ها در فرایند بهینهحذف ویژگی سازی های انتخاب شده پس از فرایند بهینهویژگی

 کنيد؟  فاده میآیا در آشپزخانه از ماکروفر است -7 کنيد؟ آیا سيگار مصرف می -7

 کنيد؟ بيشتر از کدام برنج مصرف می -2 کنيد؟ چه مدتی سيگار  مصرف می -2

 کنيد؟ کدام نوع روغن را مصرف می -6 کنيد؟ یا قليان مصرف می -6

 خورید؟ چند ليوان شير در هفته می -4 کنيد؟ چه مدتی قليان مصرف می -4

 خورید؟ ه با غدا ماست میآیا همرا -5 آیا در معرض دود سيگار هستيد؟ -5

 خورید؟ آیا غذای آماده مانند ساندویچ می -3 اید؟ چه مدتی در معرض دود سيگار بوده -3

 خورید؟سبزی را هر چند وقت می -1 آیا در معرض دود قليان هستيد؟ -1

 خورید؟ميوه را هر چند وقت می -8 اید؟ چه مدتی در معرض دود قليان بوده -8

 خورید؟ا هر چند وقت میشيرینی ر -9 

 خورید؟ گوشت قرمز را هر چند وقت می -71 

 خورید؟ گوشت مرغ را هر چند وقت می -77 

 خورید؟ گوشت ماهی را هر چند وقت می -72 
 

 بینی سرطانهای انتخاب شده و حذف شده از عوامل فرهنگی جهت پیش : ویژگی4جدول 

 سازی ها در فرایند بهینهحذف ویژگی سازی نههای انتخاب شده پس از فرایند بهیویژگی

 در کدام منطقه زندگی می کنيد؟ -7 اگر شاغل هستيد آیا شيفت شب دارید؟ -7

 کنيد؟آیا از لوازم آرایش استفاده می -2 وضعيت تاهل شما چيست؟ -2

 ن شما چيست؟معمولا جنس پارچه سوتي -6 آیا از خانواده شما مبتلا به سرطان پستان وجود دارد؟  -6

 ضد عرق برای زیر بغل شما چيست؟ -4 کنيد؟ آیا ورزش می -4

 ؟درآمد ماهانه خانواده شما کدام است -5 کنيد؟چگونه ورزش می -5

 خوابيد؟ها در چه ساعتی میشب -3 

 شوید؟ ها در چه ساعتی از خواب بيدار میصبح -1 

 چگونه است؟ همسرتانرابطه عاطفی با  -8 

 رابطه عاطفی شما با والدین چگونه است؟ -9 

 اید؟کدام واقعه ناگوار را داشته -71 

 اید؟کدام مشکل را داشته -77 
 

 بینی سرطانشده توسط تکنسین و ماموگرافیست جهت پیش تکمیل  های انتخاب شده و حذف شده از فرم : ویژگی5جدول 

 سازی ها در فرایند بهینهذف ویژگیح سازی های انتخاب شده پس از فرایند بهینهویژگی

 نوع قرص ضد بارداری مصرفی؟ -7 تعداد ماموگرافی قبلی؟ -7

 شيردهی برای نوزادن چند ماه است؟ مدت -2 مدت مصرف قرص ضد بارداری؟ -2

 ؟علت قطع قاعدگی طبيعی شما چه بوده است -6 هيستروکتومی؟ -6

 اصی حساسيت یا آلرژی دارد؟آیا به موارد خ -HRT 4جایگزینى هورمون   -4

 کند؟برای مدت طولانی داروی خاصی را مصرف می -N/R 5تو رفتگی نوک پستان    -5

  درد؟ -3

  ترشح؟ -1

  توده؟ -8

  سفتی قابل لمس؟ -9

  است؟  قبلا جراحی پستان داشته -75

  آیا از خانواده شما مبتلا به هر نوع سرطان وجود دارد؟  -73

 است؟و ضایعه پستان داشته قبلا سابقه بيماریآیا  -71

 )مانند آبسه، عفونت پستان( 
 

  است؟آیا سابقه تروما به پستان داشته -78

  کدام است؟ اخير مدت عادت ماهيانه شما در سال -79

  گذرد؟ چند ماه از آخرین پریود شما می -21
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و  یافته به ویژگی توسعه کيانی و همکاران در مدل 

مطالعه  این رسيدند. در %93 و %35 به ترتيب حساسيت

 پستان سرطان به مبتلا بيمار 819 های داده از نگر،گذشته

 (.67)شد استفاده بيمار، هر از ویژگی 89و 

روی  شتيبان برورهگن استفاده از ماشين بردار پ و لند

بينی استفاده طان پستان برای پيشهای سرداده مجموعه

عصبی  -(. سلاما و همکاران روش شبکه فازی62کردند )

% 81بينی سرطان پستان به کار بردند. دقت  را برای پيش

 C4.5در تشخيص سرطان پستان با استفاده از درخت 

 بينی این(. دقت پيش66نتيجه کار سوریا و همکاران بود )

ی که مدل پيشنهادی با (. در حال64% بود )13/95روش 

 به روش  نسبت % دارای عملکرد بهتری2/91دقت 

و شبکه عصبی  MLPهای فازی، شبکه عصبی روش

RBF است پستان سرطان تشخيص در.  

به دقت  SVMبا استفاده از روش چاراسيا و همکاران 

و همکان برای  . سروستانی(64) % دست یافتند4/93

به مقایسه  انپست سرطان بينی درجه بدخيمیپيش

لایه، رقابتی  چند های عصبیشبکه در خطا مربع ميانگين

 شبکه عصبی دقت را شعاع پرداختند که  بهترین پایه و

(. لاوانيا و همکارن با استفاده 28شعاعی داشت ) پایه

 و درخت تصميم با WBCDپایگاه داده  های داده

(. 65% رسيدند )84/94ای به دقت بندی دو مرحله دسته

ناظر  با هایکننده بندی ونا و همکاران با استفاده از دستهآر

 مجموعه نایو بيز و درخت تصميم برروی روش مانند

بينی سرطان به پيش WBCDپایگاه داده  های داده

 ،Accuracyپستان پرداختند. بر اساس معيارهای 

Sensitivity،Specificity ،Precision ،Recall  

سازی، مدل پيشنهادی هدر نتایج شبي  F-Measureو

(. نتایج 63نتایج بهتری نسبت به این مقاله دارد )

% 1/93آزمایشات نشان داد که ماشين بردار پشتيبان دقت 

و  RBFکارگيری روش به با را دارد. کيان و همکارن

MLP بينی سرطان پستان به ترتيب به دقت برای پيش

 (. 61% رسيدند )14/95% و 78/93

 یک مدل ارزیابی طراحی و ی با هدفدر روش پيشنهاد

ویژگی  به انتخاب پستان، سرطان یار در تشخيصپزشک

 همچنين با  .های موثر در بروز این بيماری پرداخته شد

 ماشين بردار پشتيبان ، دقتGBCکارگيری الگوریتم  به

 داد سيستم نشان سازی آزمایشات و شبيه .افزایش یافت

 بر روی مجموعه وهشدر این پژ یار معرفی شدهپزشک

 سرطان پستان بيمارستان به مبتلا بيماران بومی داده

 از که بالاتر است % رسيده2/91دقت  به مرتاض یزد

 های متفاوت بودهداد مجموعه روی بر مشابه تحقيقات

 است. 

 گيری نتيجه

های پزشکی برای رسيدن به دانش جستجو در پایگاه داده

گيری از ص و تصميمبينی، تشخيو اطلاعات جهت پيش

توان از کاوی در پزشکی است. می کاربردهای داده

 برای  GBCهای وراثتی مانند الگوریتم الگوریتم

بينی کاوی استفاده کرد. پيشهای دادهسازی تکنيکبهينه

 و تشخيص صحيح سرطان پستان با استفاده از هوش

مصنوعی و یادگيری ماشين، احتمال درمان موفق را بالا 

 برد.  یم

روش پيشنهادی با بهبود الگوریتم زنبور عسل ژنتيکی به 

بينی سرطان پستان از های موثر در پيشانتخاب ویژگی

بين عادات غذایی، عوامل فرهنگی، علایم بالينی و نتایج 

بينی و پردازد در این مقاله برای پيش آزمایشگاهی می

 برای  GBCتشخيص سرطان پستان، از الگوریتم 

سازی نتایج ماشين بردار پشتيبان استفاده شد و یک بهينه

دهد سازی نشان میجدید ارایه گردید. نتایج شبيه مدل

های از روش 912/1بينی پيشنهادی با دقت پيشکه مدل 

دقت  RBFو شبکه عصبی  MLPفازی، شبکه عصبی 

تری دارد. کار در شيفت شب، وضعيت تاهل، سابقه بيش

استعمال اند.  بينی موثر بوده يشخانوادگی و ورزش در پ

دخانيات مانند سيگار و قليان در بروز ابتلا به سرطان 

پستان موثر بوده است. تعداد ماموگرافی قبلی، مدت 

بارداری، هيستروکتومی، جایگزینى  مصرف قرص ضد

، درد، ترشح، N/R، تو رفتگی نوک پستان HRTهورمون 

انوادگی در توده، سفتی قابل لمس در پستان، سابقه خ

 اند. تشخيص سرطان پستان تاثير داشته

  تقدیر و تشکر
دانند از مدیریت محترم  میبر خود لازم  نویسندگان

ض یزد به خاطر تامين بيمارستان فوق تخصصی مرتا

های مورد نياز جهت انجام این پژوهش تشکر مجموعه داده

 نمایند.
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عارض منافعی در دارند که هيچ ت نویسندگان اعلام می تعارض منافع

 پژوهش حاضر وجود ندارد.
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