
  62

35-16 ( :3)12

Iranian Quarterly Journal 
of Breast Disease. 2019; 
12(3):26. 

Receive: 15/5/2019 

Accepted: 14/8/2019 

*Corresponding Author: 

alizadeh.k@lu.ac.ir 

Ethics Approval:  
Not applicable

Original Article 

Prediction of Breast Tumor Malignancy Using Neural 

Network and Whale Optimization Algorithms (WOA) 

Sharifi A
1
, Alizadeh K

2*

1 Ph.D. Student in Analytical Chemistry, Department of Chemistry, Lorestan University, 

Khorramabad, Iran 
2Department of Chemistry, Faculty of Basic Science, Lorestan University, 

Khorramabad, Iran 

Abstract 

Introduction: Breast cancer is the most prevalent cause of cancer 

mortality among women. Early diagnosis of breast cancer gives patients 

greater survival time. The present study aims to provide an algorithm 

for more accurate prediction and more effective decision-making in the 

treatment of patients with breast cancer. 

Methods: The present study was applied, descriptive-analytical, based 

on the use of computerized methods. We obtained 699 independent 

records containing nine clinical variables from the UCI machine 

learning. The EM algorithm was used to analyze the data before 

normalizing them. Following that, a combination of neural network 

model based on multilayer perceptron structure with the Whale 

Optimization Algorithm (WOA) was used to predict the breast tumor 

malignancy. 

Results: After preprocessing the disease data set and reducing data 

dimensions, the accuracy of the proposed algorithm for training and 

testing data was 99.6% and 99%, respectively. The prediction accuracy 

of the proposed model was 99.4%, which would be a satisfying result 

compared to different methods of machine learning in other studies.

Conclusion: Considering the importance of early diagnosis of breast 

cancer, the results of this study may have highly useful implications for 

health care providers and planners so as to achieve the early diagnosis 

of the disease.

Keywords: Breast Cancer, EM Algorithm, Whale Optimization 

Algorithm (WOA), Artificial Neural Network, Multilayer Perceptron 
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مقاله پژوهشی 

بینی بدخیمی تومور پستان با استفاده از شبکه عصبی و  پیش

(WOA)سازی وال  الگوریتم بهینه

2، کمال علیزاده1شریفیعلی 
*

ایرانلرستان، تجزیه، گروه شیمی، دانشکده علوم پایه، دانشگاه لرستان،  دانشجوی دکتری تخصصی شیمی 1
 ایرانلرستان، ، دانشکده علوم پایه، دانشگاه لرستانگروه شیمی،  2

چکیده 

میر در میان زنان در نظر گرفته  و   ترین علل مرگ سرطان پستان به عنوان یکی از شایع مقدمه:

مطالعه حاضر دهد.  شود. تشخیص زودهنگام سرطان پستان شانس زنده ماندن را افزایش می می

صورت  مبتلا به سرطان پستان گیری مؤثرتر در درمان بیماران تر و تصمیم بینی دقیق جهت پیش

گرفته است.

گیری از  تحلیلی بر اساس بهره-از نوع کاربردی و توصیفیمطالعه حاضر که  :روش بررسی

مورد بیماران مبتلا به سرطان  633ی هدف آن متشکل از  های کامپیوتری است، جامعه روش

های بیماری سرطان پستان  روی مجموعه دادهمتغیر ورودی  3با  خیم و بدخیم پستان خوش

کاوی استفاده  برای داده EMها از الگوریتم  سازی داده است، قبل از نرمال انجام شده UCIپایگاه 

شده است. سپس از مدل ترکیب شبکه عصبی مبتنی بر ساختار پرسپترون چند لایه با الگوریتم 

بینی بدخیمی تومور پستان استفاده شده است و دقت و  ( برای پیشWOAسازی وال ) بهینه

 قایسه قرار گرفته است.بینی آن مورد بررسی و م پیش

های بیماری،  پردازش مجموعه داده دهد که پس از پیش نتایج مطالعه حاضر نشان می ها: یافته

بوده است و  33و  6/33های آموزش و آزمون به ترتیب برابر با  الگوریتم پیشنهادی برای دادهدقت 

مقایسه صورت گرفته به دست آمد که با  4/33همچنین دقت پیش بینی مدل پیشنهادی برابر 

 باشد. های مختلف یادگیری ماشین در مطالعات دیگر نتیجه خوبی می نسبت به روش

های این مطالعه  با توجه به اهمیت تشخیص زودهنگام بیماری سرطان پستان، یافته :گیرینتیجه

این  موقع تشخیص به  های کنندگان خدمات سلامت در برنامه ریزان و ارائه برنامه تواند به می

 بیماری کمک شایانی نماید.

، شتبکه  WOAستازی وال  الگتوریتم بهینته   ،EMسرطان پستتان، الگتوریتم    های کلیدی:واژه

 عصبی مصنوعی، ساختار پرسپترون چند لایه

پذیرش:│21/60/79تاریخ ارسال: 22/16/79تاریخ
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 مقدمه

از  یکیها و  خانم نیسرطان در ب نیتر عیسرطان پستان، شا

 53 یال 21از سرطان در زنان  یعوامل عمده مرگ ناش

. بر اساس آمار وزارت بهداشت، درمان و باشد یسال م

 یماریبه ب ریاخ یهادر سال یماریب نیا ،یآموزش پزشک

(. 1شده است ) لیتبد رانیزنان در ا یبرا کیشماره 

بر سلامت زنان بوده و از  یبزرگ دیسرطان پستان، تهد

(. 2) رود یدر کاهش عمر زنان به شمار م عیعوامل شا

سرطان  یشگاهیو آزما یبالین میدر علا ادیوجود شباهت ز

(. 3) دهد یم شیپستان احتمال تشخیص نادرست را افزا

سرطان شانس  نیا عیسر صیو تشخ ینیب شیپ نیبنابرا

 یدرمان برا یبالا یها نهیهزو در  برد یدرمان را بالا م

. از آنجا که در شود یم ییجو مبتلا به آن صرفه مارانیب

 ،یماریب صیو تشخ ینیب شیمربوط به حوزه پ قاتیتحق

 جیدرست نتا ینیب شیمسئله سلامت انسان مطرح است، پ

استفاده  ییها از روش دیبا نیبنابرا ابدی یم یشتریب تیاهم

خطا و  نیکمتر یدارا ابر اساس آنه ینیب شیشود که پ

 باشد. نانیدقت، صحت و اطم نیشتریب

سرطان  یماریب صیهوشمند تشخ یها از روش یریگ بهره

زود هنگام  صیدر جهت تشخ یگام مؤثر تواند یپستان م

سرطان  یماریب صیتشخ نهیباشد. در زم یماریب نیا

 یها سال یط یکاو داده یها پستان با استفاده از روش

قسمت به چند  نیانجام شده که در ا ادیز یکارها ریاخ

 .میکن ینمونه آن اشاره م

 یبررس یبرا 1333و همکارانش در سال  پندهارکر

روش  نیموجود در سرطان پستان از چند یالگوها

 جهی( استفاده کردند. نتData Mining) یکاو داده

در  یبه نحو مطلوب تواند یم یکاو مطالعه آنها نشان داد داده

سرطان پستان به کار رود  صیالگوها در تشخ ییشناسا

 یتحلیل بقا 2114و همکارانش در سال  ی(. سده4)

 یها بیماران مبتلا به سرطان پستان با استفاده از مدل

 یو رگرسیون کاکس را مورد بررس یمصنوع یشبکه عصب

با  یها مدل ،یشبکه عصب یها مدل نیقرار داده و در ب

با صحت  بیبه ترت LMو  OSS  ،SCGآموزش تمیالگور

 یها داده یدرصد برا 81و  31، 34 ینیب شیپ

 یمنحن ریرا داشتند. سطح ز ییکارا نیشتریب ،یارسنجاعتب

، 331/1 بیترت مذکور به یها مدل یمشخصه عملکرد برا

 163/1کاکس  ونیمدل رگرس یو برا 138/1و  382/1

مدل شبکه  یبرا یمناسب یدست آمد. چنانچه معمار به

مدل نسبت به مدل  نیانتخاب گردد، ا یمصنوع یعصب

 تیوضع ینیب شیپ یبرا یشتریب ییکاکس کارا ونیرگرس

 (.5بقا دارد )

در جهت  مؤثر یگام نیشیپ قاتیتحق جیچه نتا اگر

اما هر  شود یسرطان پستان محسوب م یماریب صیتشخ

مقاله  نیمورد استفاده در ا یها که از داده یاز مقالات کی

بوده که از آن جمله  ینقاط ضعف یبهره جستند دارا

و  هیگزارش نشده در تجز یها به حذف داده توان یم

. از نقاط قوت مطالعه حاضر علاوه کردها اشاره  داده لیتحل

با  یبند از طبقه یریگ بهره ص،یتشخ یها نهیبر کاهش هز

 یها از روش یبهتر بدون وجود عوارض ناش ییکارا

بالا نسبت به مقالات ذکر شده،  صیدقت تشخ ،یتهاجم

 سهیدر دسترس و مقا یتایانتخاب عنوان متناسب با د

است. در این  امروزصورت گرفته تا  یها کامل با پژوهش

 بیو ترک EM تمیبر الگور یمقاله، روشی جدید مبتن

با  هیبا ساختار پرسپترون چند لا یمصنوع یشبکه عصب

 تمی( به عنوان الگورWOAوال ) یساز نهیبه تمیالگور

تومور پستان  یمیاتوماتیک بدخ ینیب شیبرای پ یفراابتکار

 صیشخروزافزون ت تیپیشنهاد شده است که با توجه اهم

سرطان پستان تلاش شده است که  یماریزودهنگام ب

 یها را نسبت به پژوهش یماریب صیسرعت و دقت تشخ

 دهد. شیمشابه افزا

 هاو روش مواد

و روش  یلیتحل-یفیو توص یمطالعه از نوع کاربرد نیا

 مارانیبا استفاده از مجموع داده مربوط به ب یشنهادیپ

موجود در  ن،یسکانسیو مارستانیمبتلا به سرطان پستان ب

 ایفرنیکال ن،یرویدانشگاه ا نیماش یریادگیانبار داده 

(UCI: University of California, Irvine) (6 )

 633در دسترس شامل  یها قرار گرفت. داده یابیمورد ارز

 یها یژگیو یمورد دارا 16پارامتر بود که  3با  ماریمورد ب

نشان داده شده  1کامل نبودند.  همان طور که در جدول

ضخامت انبوه،  یشامل فاکتورها یورود یرهایاست متغ

 یشکل سلول، چسبندگ یکنواختیندازه سلول، ا یکنواختی

 ان،یعر یها هسته ال،یتلیها، حجم سلول بافت اپ لبه

هسته سلول به دو  میو تقس یبلاند، هسته عاد نیکرومات

  قسمت بود.
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: متغیرهای ورودی در تشخیص سرطان پستان1جدول   

 Means±SD محدوده )انگلیسی( متغیرهای بالینی )فارسی( بالینیمتغیرهای 

 Clump thickness 1 - 11 121/2± 44/4 ضخامت انبوه

 Uniformity of cell size 1 - 11 651/3± 15/3 یکنواختی اندازه سلول

 Uniformity of cell shape 1 - 11 313/2± 22/3 یکنواختی شکل سلول

 Marginal adhesion 1 - 11 165/2± 13/2 ها چسبندگی لبه

 Single epithelial cell size 1 - 11 223/2± 23/3 حجم سلول بافت اپیتلیال

 Bare nuclei 1 - 11 644/3± 54/3 های عریان هسته

 Bland chromatin 1 - 11 451/2± 45/3 کروماتین بلاند

 Normal nucleoli 1 - 11 153/3± 18/2 هسته عادی

 Mitoses 1 - 11 833/1± 61/1 تقسیم هسته سلول به دو قسمت

 

ها از الگوریتم  پردازش داده در این پژوهش ابتدا برای پیش

EM افزار با استفاده از نرمWEKA 3.9.2   استفاده

ترکیب سازی شده و سپس از  ها نرمال گردید و سپس داده

شبکه هوش مصنوعی مبتنی بر پرسپترون چندلایه با 

سازی وال به منظور تشخیص نوع سرطان  الگوریتم بهینه

 افزار ها از نرم تحلیل برای انجام این پستان استفاده گردید.

MATLAB R2018b  .استفاده شده است 

های  تکنیک ها: سازی داده پردازش و نرمال پیش

ها  داده با هدف ارتقا کیفیت دادهپردازش و پاکسازی  پیش

های گمشده در تحقیقات  شوند. وجود داده به کار بسته می

ناپذیر است از آنجایکه در  علوم پزشکی امری اجتناب

مورد( وجود  16هایی با مقادیر مفقودی ) دیتاست ما ویژگی

های پیشین، کل اطلاعات بیماری که دارد و در پژوهش

مفقود شده باشد کنار گذاشته دارای حتی یک مورد داده 

خواهیم این اطلاعات را از دست دهیم  شد و ما نمی

سازی نیاز داریم که این مقادیر را با  بنابراین پیش از مدل

مقادیر مناسبی پر کنیم لذا مقادیر مفقودی با استفاده از 

 .گردد مقدارگذاری می EMالگوریتم 

 EM (Expectation–maximization:الگوریتم 

algorithmهای مدرن و پیشرفته در حل ( یکی ازروش

شود که از دیدگاه تئوری از  شدگی تلقی می گم مسئله

باشد، اما از نظر کارایی  های خاصی برخوردار می پیچیدگی

های کلاسیک از جمله عملکرد بهتری نسبت به روش

میانگین سوالات، میانگین فردی، نمای فردی و رگرسیون 

به منظور  مؤثراین الگوریتم یک روند تکراری  .(8) دارد

های  نمایی در حضور داده محاسبه برآورد حداکثر درست

آید. هر تکرار الگتوریتم شتامل دو  گم شده به حساب می

و مرحله  (E-step)باشد: مرحله امید ریاضی  مرحلته می

با تکرار الگوریتم با توجه به  .(M-step)حداکثرسازی 

یابد،  نمایی در هر مرحله افزایش می اینکه مقدار درست

 (.3، 1توان نسبت به همگرایی مطمئن بود ) می

های مفقودی  پس از جایگزینی داده ها: سازی داده نرمال

ورودی ها به عنوان  با مقادیر مناسب، قالب مناسب داده

کاوی در نتایج و خروجی تأثیرگذار است. اگر مقادیر  داده

های مجموعه داده در دامنه متفاوتی قرار داشته  ویژگی

یابد. به  ها افزایش می باشند، احتمال بروز خطا در یافته

های یک جامعه آماری در دامنه مشابه،  قرار دادن داده

. لذا در گام بعدی مقتادیر (11)شود  سازی گفته می نرمال

بندی و  جهت طبقه 1جدول هر یک از این متغیرها در 

سازی به  هت نرمالسازی شد. ج دقت در تشخیص، نرمال

 -پردازش داده از روش کمینه های پیش عنوان یکی ازگام

ه ارائ 1فرمول شماره بیشینه استتفاده شد. این روش در 

 شده است.

Xnew = (  
(      )

(         )
)                   ( ) 

(Xmax) ،(Xmin) ترتیب کمترین و بیشترین مقتدار در  به

گیتری  هر متغیر هستتند. در ایتن روش مقتادیر انتدازه

ی جدیدی تبدیل شدند. این محدوده در  شتده بته محدوده

 تعریف شد.±1این مقاله 

: این الگوریتم (WOA)سازی وال  الگوریتم بهینه

سازی فراابتکاری به عنوان یکی از جدیدترین  بهینه

سازی مبتنی بر جمعیت  های بهینه الگوریتم

(Population Based Optimization)  که نخستین

ای با  توسط میرجلیلی و لویس در مقاله 2116بار در سال 

همین عنوان مطرح گردید و توضیحات مدل ریاضی و 

با الهام  (11) زی در آن ذکر گردیدهسا الگوریتم بهینه

 [
 D

O
I:

 1
0.

30
69

9/
ac

ad
pu

b.
ijb

d.
12

.3
.2

6 
] 

 [
 D

O
R

: 2
0.

10
01

.1
.1

73
59

40
6.

13
98

.1
2.

3.
4.

1 
] 

 [
 D

ow
nl

oa
de

d 
fr

om
 ij

bd
.ir

 o
n 

20
26

-0
2-

18
 ]

 

                             4 / 10

file:///D:/job/faslname/46/دکتر%20کمال%20علیزاده.docx%23ref5
file:///D:/job/faslname/46/دکتر%20کمال%20علیزاده.docx%23ref5
file:///D:/job/faslname/46/دکتر%20کمال%20علیزاده.docx%23ref26
file:///D:/job/faslname/46/دکتر%20کمال%20علیزاده.docx%23jad1
file:///D:/job/faslname/46/دکتر%20کمال%20علیزاده.docx%23fer1
http://dx.doi.org/10.30699/acadpub.ijbd.12.3.26
https://dor.isc.ac/dor/20.1001.1.17359406.1398.12.3.4.1
https://ijbd.ir/article-1-753-en.html


 

 

رانـهای پستان ای ری یماـصلنامه بـف│علی شریفی و کمال علیزاده 03  

35-16 ( :3)12  

دار از  های کوهان گرفتن از طبیعت و رفتار اجتماعی نهنگ

برداری  استراتژی شکار شبکه حبابی جهت اکتشاف و بهره

بهره گرفته و با اجتناب از نقاط بهینه محلی، با تکنیک 

حل بهینه با هدر رفت زمان  انطباقی یکپارچه بتواند به راه

کدنویسی این  (.12، 11)ر دست یابد محاسباتی کمت

الگوریتم فراابتکاری در سایت 

http://www.alimirjalili.com/WOA.html در 

 دسترس است.

 ANN: Artificial Neural)شبکه عصبی مصنوعی

Network)ی : یک شبکه عصبی مصنوعی، از سه لایه

شود. هر لایه شامل  خروجی و پردازش تشکیل میورودی، 

های عصبی )نورون( است که عموماً با  گروهی از سلول

های دیگر در ارتباط هستند، مگر  های لایه ی نورونکلیه

ها را محدود کند؛ ولی  این که کاربر ارتباط بین نورون

های همان لایه، ارتباطی  های هر لایه با سایر نورون نورون

های عصبی پرکاربرد شبکه یکی از شبکه .(14، 13) ندارند

 MLP: Multi-Layer)چند لایه  پرسپترون عصبی

Perceptron) انتشار است که در  با روش یادگیری پس

ت هر نوع صتورت انتخاب صحیح ساختار داخلی، قادر اس

تفسیر  (.15)د بندی نمایتت سیستم غیر خطی را مدل

های  های عصتبی در مقایسه با مدل اپیدمیولوژیک شبکه

تر است. با این وجود، این گونه  مرسوم پیچیده آماری

 ی گوناگون علوم پزشکی از جملهها ها در زمینه مدل

 (18) بینی سترطان پروستات پتیش (16) اپیدمیولوژی

بینی مرگ پس از  پیش (11) حاملگی ناخواستهبینی  پیش

زمان سندرم  بینی هم و پیش (13)قلب باز  جراحی

به کار  (21) ابولیتک و شاخص مقاومت به انسولینمت

بکه عصبی ها به کمک ش برای تحلیل داده اند. گرفته شده

های به دست آمده از مراحل قبل را به  مصنوعی ابتدا داده

کنیم. سپس انتخاب  تقسیم می دو گروه آموزشی و آزمون

با (WOA) سازی وال  الگوریتم بهینه ویژگی توسط

استفاده از دو مدل ریاضی محاصره کردن و حمله شبکه 

های  ها توسط ویژگی بندی داده حباب انجام گرفت. طبقه

شبکه  در سازی وال انتخاب شده توسط الگوریتم بهینه

شدند.  عصبی مصنوعی پرسپترون سه لایه آموزش داده

این سه لایه شامل لایه ورودی متشکل از متغیرهتای 

مستقل، لایه میانی یا پنهان و لایه خروجی متشکل از 

بندی، از  متغیتر پاسخ هستند. برای حصول بهترین کلاس

نرون  21تا  5های مختلف برای شبکه عصبی از  معماری

ها از طریق  سازی وزن ویژگی در لایه میانی و بهینه

WOA  تکرار  411در(Epoch)  استفاده گردید. از

به عنوان شاخص  (MSE)شاخص میانگین مربعات خطا 

در استفاده شد که  (Performance)محاسبه عملکرد 

 11/1به  115/1تکرارهای اول کاهش خطا محسوس از 

کمترین مقدار خطای به دست بدست آمد و در نهایت 

ترتیب برابر آمده برای آموزش و آزمون شبکه عصبی به 

، کمترین خطا و در بهترین وضعیت 1211/1و  11243/1

معماری شبکه دست آمد.  به 1123653/1با مقدار 

با دارا بودن دو لایه  3-11-12-1 پرسپترون سه لایه

بینی را نشان  پنهان توانست بهترین دقت پیشمیانی یا 

مدل ریاضی ساختار ترکیب پرسپترون  1شکل دهد. در 

بکار رفته (WOA) سازی وال  الگوریتم بهینهچند لایه با 

بدخیمی تومور پستان نشان داده شده بینی  برای پیش

 است.
 

 
بینی بدخیمی تومور پستان سازی وال برای پیش : مدل ریاضی ساختار ترکیب پرسپترون چند لایه با الگوریتم بهینه 1شکل
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 ها یافته

 EMهای مفقودی از الگوریتم  دادهمورد  16برای یافتن 

در این مقاله استفاده شده است. جهت انتخاب ویژگی و 

سازی  الگوریتم فراابتکاری بهینه سازی از انجام فرآیند بهینه

 استفاده شد. (WOA)وال 

ترین اهداف شبکه  از مهم مرحله آموزش شبکه عصبی:

های  ها در لایه متناسب با نرون های عصبی یافتن وزن

بیمار(  413رصد )د 81مختلف است. در این مرحله از 

  توسط الگوریتمشده  پردازش شده و نرمال های پیش داده

EM ، جهت آموزش شبکه عصبی مصنوعی با الگوریتم

شبکه عصبی سازی وال استفاده شده است.  بهینه

سازی شبکه را  پرسپترون چند لایه ساده، آموزش و بهینه

انجام  (BP)بر اساس گرادیان و الگوریتم پس انتشار خطا 

اده که دارای معایبی از جمله افتادن در دام مینیمم د

محلی و وابستگی به ساختار معین شبکه بوده در حالی که 

با قابلیت فرار از دام  (WOA)سازی وال  الگوریتم بهینه

، با تکنیک محلی و عدم وابستگی به ساختار معین شبکه

حل بهینه و تنظیم اوزان  تواند به راه انطباقی یکپارچه می

 .اتصال شبکه با هدر رفت زمان محاسباتی کمتر دست یابد

از  MATLABافزار  سازی شبکه عصبی در نرم برای پیاده

و ماتریس  ستون 633سطر و  3یک ماتریس ورودی شامل 

 633خیم و بدخیم( و  کلاس خوش 1سطر ) 1دیگری با 

عنوان ماتریس هدف استفاده شد و سپس به  ستون به

بتنی بر پرسپترون چند لایه وارد شبکه عصبی مصنوعی م

خیم و  دهنده دو کلاس خوش اند. ماتریس هدف نشان شده

 بدخیم بود. 

که نوع سرطان متعلق به کلاس مربوطه بود سطر  درصورتی

 مربوط به آن با عدد چهار و سطر دیگر با عدد دو پر شد.

دهد  نتایج آموزش شبکه عصبی با الگوریتم وال نشان می

خیم  مبتلا به تومور خوشبیمار  316از  بیمار 314که 

بیمار مبتلا به تومور  183% و همچنین تمامی 4/33یعنی 

% را در کلاس مربوطه به درستی 111بدخیم یعنی 

بینی به دقت  % خطای در پیش4/1بندی نماید و با  دسته

 رسیده است. 6/33

% 31در این مرحله  :مرحله آزمون شبکه عصبی

توسط شده  پردازش شده، نرمال پیش های بیمار( داده211)

نشده بودند،  که در مرحله آموزش استفاده  EM  الگوریتم

سازی شده  صورت بردار به شبکه عصبی مصنوعی پیاده به

نتایج آزمون شبکه عصبی با افزار اعمال گردید.  در نرم

بیمار  142بیمار از  141دهد که  الگوریتم وال نشان می

 68% و همچنین 3/33م یعنی خی مبتلا به تومور خوش

% را در 5/31بیمار مبتلا به تومور بدخیم یعنی  61بیمار از 

% 1/1بندی نماید و با  کلاس مربوطه به درستی دسته

رسیده است. نتایج  33بینی به دقت  خطای در پیش

دهد که شبکه عصبی پرسپترون  بررسی کلی نشان می

 455ته است چندلایه آموزش دیده با الگوریتم وال توانس

% 3/33خیم یعنی  مبتلا به تومور خوشبیمار  451از بیمار 

بیمار مبتلا به تومور  241بیمار از  241و همچنین تعداد 

% را در کلاس مربوطه به درستی 6/33بدخیم یعنی 

دست یابد. همچنین  4/33بندی نموده و به دقت  دسته

لا به بیمار مبت 3این شبکه آموزش دیده با الگوریتم وال، 

% را به اشتباه در کلاس تومور 4/1خیم یعنی  تومور خوش

% 1/1بدخیم و تنها یک بیمار مبتلا به تومور بدخیم یعنی 

خیم قرار داده است  را به اشتباه در کلاس تومور خوش

نشان داده  2آشفتگی بهترین معماری در شکل  ماتریس

 شد.

 
با ترکیب پرسپترون چند لایه ماتریس آشفتگی  :2شکل

 سازی وال الگوریتم بهینه

 بحث

بینی بدخیمی تومور پستان  پژوهش حاضر، با هدف پیش

های کامپیوتری انجام گردید و از مزایای  با استفاده از روش

توان به دقت تشخیص بالا بدون وجود عوارض ناشی  آن می

های تهاجمی نام برد. در این پژوهش از مجموع  از روش
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 داده انبار موجود درهای بیماری سرطان پستان  داده

استفاده گردید و کالیفرنیا  ایروین دانشگاه ماشین یادگیری

و سپس ترکیب مدل شبکه  EMبا انتخاب الگوریتم 

با الگوریتم عصبی مبتنی بر پرسپترون چندلایه 

طراحی و ارزیابی صورت گرفت  (WOA)سازی وال  بهینه

بوده است. در این  4/33که نتیجه آن رسیدن به دقت 

های  بخش کارایی الگوریتم پیشنهادی با تعدادی از پژوهش

 شود.  صورت گرفته تا امروز مقایسه می

با استفاده از انتخاب  2114احمد و همکارانش در سال 

ی ساز های مبتنی بر الگوریتم ژنتیک و بهینه ویژگی

پارامترهای شبکه هوش مصنوعی توانستند با استفاده از 

بهترین  GAANN_BPبهترین الگوریتم یعنی

بندی متوسط صحیح را به ترتیب با  بندی و طبقه طبقه

های  درصد بر روی مجموعه داده 23/31و  24/33دقت 

سرطان پستان به دست آورند که نسبت به روش 

تری دارد  پایینرد پیشنهادی با توجه به معیار دقت عملک

(21) . 

های  با استفاده از داده 2115در سال آیت خسروانیان و 

سازی سیستم  مورد استفاده در همین مقاله با پیاده

یار مبتنی بر شبکه عصبی احتمالی جهت تشخیص  تصمیم

وع سرطان پستان توانستند پارامترهای حساسیت، ن

اختصاصیت و صحت به کمک این سیستم به ترتیب 

به دست آورند که نسبت به  33/1و  31/1، 1معادل اعداد 

های مفقودی  روش پیشنهادی علاوه بر کنار گذاشتن داده

 . (22)دهد  تری را نشان می در مقاله عملکرد پایین

 2114اتمو و همکارانش در سال ای دیگر،  در مطالعه

شبکه هوش مصنوعی مبتنی توانستند با استفاده از روش 

 ELMANNهای  بر یادگیری ماشین با استفاده از روش

به تشخیص بیماری سرطان پستان بپردازند BPANN و 

و در نهایت با مقایسه دقت و صحت نتایج به دست آمده 

را نسبت به روش دیگر در مجموع  ELMANNروش 

کار رفته عملکرد  اند که هر دو روش به بهتر دانسته

دهد  تری نسبت به روش پیشنهادی را نشان می ضعیف

توانستند با استفاده  2115در سال  تیواریبادویچ و . (23)

سازی شده  الگوریتم جدیدی از شبکه عصبی بهینهاز 

به تشخیص بیماری سرطان پستان   GONNژنتیکی

های  بندی را با استفاده از روشبپردازند و دقت طبقه

درصد برای مقادیر  111و  BP 24/31، 63/33کلاسیک و 

 31-81، 41-61، 51-51آزمون و آموزش به ترتیب 

های خوب بدست آمده،  رغم دقت دست آورند که علی به

های مشابه انجام و نوآوری  های بکاررفته در پژوهش روش

 . (24)شد  در آن دیده نمی

با استفاده از الگوریتم  2116آسری و همکارانش در سال 

های مختلف: ماشین بردار  یادگیری ماشین

گیری  درخت تصمیم ، (SVM)پشتیبانی

(C4.5)،Bayes Naive (NB)   و Kترین  نزدیک

همسایگان به بررسی بیماری سرطان پستان پرداخته و 

%( را با استفاده از روش ماشین بردار 13/38بهترین دقت )

پشتیبان به دست آوردند که نسبت به روش پیشنهادی با 

 . (25)تری دارد  توجه به معیار دقت عملکرد پایین

الگوریتم ژنتیک را  2111فوگارتی و همکاران در سال 

برای تشخیص سرطان پستان بر روی همین مجموعه داده 

کار بردند و پس از مقایسه خروجی با خروجی واقعی به  به

که نسبت به روش پیشنهادی با  % رسیدند32/36دقت 

 . (26)تری دارد  ینتوجه به معیار دقت عملکرد پای

های  با استفاده از داده 2111دهقان و همکاران در سال 

های  های شبکه مورد استفاده در همین مقاله و با روش

و بیزین  LVQعصبی پرسپترون چند لایه و شبکه عصبی 

و  5/38های  بار تست به ترتیب با دقت 11انگین با می

بینی کرده و  درصد سرطان پستان را پیش 3/31و  6/38

های مطالعه آنها نشان داد که شبکه عصبی بیزین  بررسی

تر است که نسبت به روش  در تشخیص بیماری موفق

های مفقودی در  علاوه بر کنار گذاشتن دادهپیشنهادی 

نشان با توجه به معیار دقت را  تری مقاله عملکرد پایین

 (. 28دهد ) می

های دیگر  ادامه مقایسه روش پیشنهادی با روش 2 جدول

با ذکر پایگاه داده مورد استفاده است که نتایج این مقایسه 

بینی  هادی در جهت پیشدهد که مدل پیشن نشان می

ها  پستان توانسته است نسبت به سایر روشتومور بدخیم 

تر عمل کرده و روش پیشنهادی بالاترین دقت را  موفق

 دارد.

توان به حذف  های پیشین می های پژوهش از محدودیت

های  مواردی اشاره کرد که در پایگاه داده دارای ویژگی

ای پیشین که در ه ناقص بودند. علاوه بر آن در پژوهش

های خود اطلاعات افراد سالم را در دسترس  مجموعه داده

اند عنوان مقاله خود را تشخیص سرطان پستان قید  نداشته

بینی  درستی از عنوان پیش اندکه در این مقاله به کرده

 بدخیمی تومور پستان یاد شده است.
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 های مختلف در تشخیص سرطان پستان سازی در پیادهها  مقایسه دقت داده: 2جدول 

 نویسندگان و منبع پایگاه داده مورد استفاده سال دقت  روش 

RBF  وSVM 1/31 2118 های بیماری سرطان پستان پایگاه  مجموعه دادهWDBC (21) ایران پور و همکاران 

RBF 

 درخت تصمیم

 روش بیزین

68/33 

38/32 

61/32 

 (23) آرانا و همکاران UCIهای بیماری سرطان پستان پایگاه  مجموعه داده 2111

 روش بیزین

 درخت تصمیم

38/32 

15/33 

 های بیماری سرطان پستان پایگاه مجموعه داده 2112

UCI+WDBC+WPBC 

 (31) سالاما و همکاران

 گیریدرخت تصمیم

 نایو بیز

 ترین همسایهنزدیک

 الگوریتم ژنتیک و داده کاوی

3/31 

3/32 

1/35 

3/38 

2116 Mortaz General Hospital (31) لطیف و همکاران 

 (32) لند و ورهگن DDSMپایگاه داده  2113 8/36 ماشین بردار پشتیبان

RBF 

MLP 
11/36 

84/35 

 (33) کیان و همکارن WDBCهای بیماری سرطان پستان پایگاه  مجموعه داده 2111

SVM 4/36 2113 های بیماری سرطان پستان پایگاه  مجموعه دادهUCI (34) چاراسیا و همکاران 

 (35)لاوانیا و همکاران  UCIهای بیماری سرطان پستان پایگاه  مجموعه داده 2112 14/34 درخت تصمیم

 نزدیکترین همسایه -Kالگوریتم 

 های عصبی شبکه

 شبکه بیزی

 گیری درخت تصمیم

36 

1/35 

3/35 

4/33 

 (36) محمودی و همکاران بیمارستان ولی عصر )عج( 2114

MLP 

LVQ 

 روش بیزین

5/38 

6/38 

3/31 

 )28(دهقان و همکاران  UCIهای بیماری سرطان پستان پایگاه  مجموعه داده 2111

 MLPو  EA  ،WOAالگوریتم 
 

 پژوهش حاضر UCIهای بیماری سرطان پستان پایگاه  مجموعه داده 2113 4/33

 

 گیری نتیجه

از دلایل بالا بودن حساسیت و اختصاصیت در مقاله حاضر 

های مفقودی، پیش پردازش  توان به یافتن داده می

های ورودی و انتخاب ویژگی توسط الگوریتم  داده

فراابتکاری و انتخاب مناسب شبکه عصبی برای این منظور 

سازی شبکه عصبی  اشاره کرد. در واقع در صورت پیاده

های اولیه،  پردازش پرسپترون چند لایه بدون انجام پیش

تری  سازی در این مقاله، دقت پایین انتخاب ویژگی و بهینه

سازی شده در این مقاله به  کرد. شبکه پیاده را گزارش می

پذیری خوب آن نسبت به دیگر  خاطر سرعت زیاد و تعمیم

ها برتر است و به عنوان یک روش غیرتهاجمی به  وشر

عنوان دستیار پزشک در مراکز درمانی و تشخیص 

شود. در صورت  زودهنگام سرطان پستان پیشنهاد می

گیری از الگوریتم فراابتکاری  افزار با بهره طراحی نرم

جهت  درمؤثر گامی توان  پیشنهادی در مراکز درمانی می

های  تان و کاهش هزینهتشخیص بیماری سرطان پس

تشخیص در مراحل اولیه بیماری بدون استفاده از 

 های تهاجمی برداشت. روش

 و قدردانی تشکر
پژوهش حاضر مستخرج از تحقیقات دکتری تخصصی 

 3133شیمی آقای علی شریفی به شماره طرح پروپوزال 

مصوب شورای تحصیلات تکمیلی با موضوع تشخیص 

های کمومتریکس و استفاده از روشهای مختلف با بیماری

در دانشکده  15/12/1331باشد که در مورخ  کاوی می داده

 .علوم دانشگاه لرستان ایران به تصویب نهایی رسیده است

این مطالعه با حمایت مالی دانشگاه لرستان به در ضمن 

دانند تا  انجام رسیده است لذا نویسندگان بر خود لازم می

های مالی تشکر و  نشگاه جهت حمایتاز مدیریت محترم دا

 قدردانی نمایند.

 [
 D

O
I:

 1
0.

30
69

9/
ac

ad
pu

b.
ijb

d.
12

.3
.2

6 
] 

 [
 D

O
R

: 2
0.

10
01

.1
.1

73
59

40
6.

13
98

.1
2.

3.
4.

1 
] 

 [
 D

ow
nl

oa
de

d 
fr

om
 ij

bd
.ir

 o
n 

20
26

-0
2-

18
 ]

 

                             8 / 10

http://dx.doi.org/10.30699/acadpub.ijbd.12.3.26
https://dor.isc.ac/dor/20.1001.1.17359406.1398.12.3.4.1
https://ijbd.ir/article-1-753-en.html


 

 

رانـهای پستان ای ری یماـصلنامه بـف│علی شریفی و کمال علیزاده 03  

35-16 ( :3)12  

 تعارض منافع

دارند که هیچ تعارض منافعی در  نویسندگان اعلام می

 پژوهش حاضر وجود ندارد.
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