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  چکیده
آزمایش . دهد میزنان کاهش  ۀدر جامع را ومیر ناشی از آنچشمگیري مرگ ورط موقع سرطان پستان به تشخیص به :مقدمه

شود سرطان است که امروزه تلاش می روشی ساده، ارزان و غیرتهاجمی براي تشخیص دقیق و زودهنگام این (FNA)آسپیراسیون سوزنی 
  .ماشینی انجام گیرد صورت هوشمند و هب

 ۀثبت تصاویر میکروسکوپیک از نمون :ند ازا عبارت پستانمراحل ایجاد یک سیستم هوشمند براي تشخیص سرطان  :روش بررسی
FNAدر این . مناسب ةکنندبنديی و آزمایش طبقهطراح و کنندههاي تفکیکهاي عددي از این تصاویر، انتخاب ویژگی، استخراج ویژگی

براي انتخاب ویژگی روش جدیدي . باشد، استفاده شدمی FNA نمونۀ 569که شامل  WDBCپایگاه داده  ةهاي آمادتحقیق از ویژگی
- بندي نمونهراي کلاسب SVMهاي کنندهبنديارائه شد و سرانجام تلفیقی از طبقه (BPSO)سازي ذرات دودویی مبتنی بر الگوریتم بهینه

  . کار گرفته شد ها به
 این سیستم از. دست یافت% 100اسایی به دقت شن SVMمدل  5ویژگی در قالب  28سیستم پیشنهادي با استفاده از  :هایافته

  .هاي موجود برتري داردهاي مورد نیاز بر سیستم لحاظ دقت و تعداد ویژگی
هاي تشخیص سرطان ریتم انتخاب ویژگی کارآمد موفق شده است دقت شناسایی سیستمیک الگو ۀاین تحقیق با ارائ :گیرينتیجه

هاي از دیگر مزیت. هاي مشابه از تعداد کمتري ویژگی استفاده شده استاین در حالی است که نسبت به سیستم. را بهبود دهد پستان
  .سازدی از بیماري را نیز ممکن میهاي ناشانتخاب ویژگی این است که علاوه بر تشخیص کلی، تشخیص ناهنجاري

  
سازي جمعی ذرات دودویی ، انتخاب ویژگی، بهینه(FNA)برداري با سوزن ظریف  نمونهتشخیص سرطان پستان،  :هاي کلیدي واژه

(BPSO)، ان بردار پشتیماشین ب(SVM) . 
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  مقدمه
میان  میر بالا درونوعی سرطان با نرخ مرگ سرطان پستان
 ۀترین دلیل مرگ در جامعکه شایعطوري زنان است به

موقع سرطان پستان  تشخیص به. ]1[باشدمی زنان
) سال پس از اولین تقسیم سلولی سرطانی 5حداکثر (

افزایش % 86به بیش از % 56شانس زنده ماندن بیمار را از 
 ستم دقیق و مطمئنبنابراین وجود یک سی. ]2[دهدمی

بدخیم بودن تومور خیم یا موقع خوش براي تشخیص به
طور مرسوم تشخیص  به. ]3[رسدنظر می پستان ضروري به

انجام  1برداري به کمک جراحیاین سرطان از طریق نمونه
هاي موجود، این روش بالاترین شود که در بین روشمی

بر و اما روشی تهاجمی، زمان ،دقت تشخیص را داراست
 (FNA) 2سپیراسیون سوزنیآزمایش آ. ]4[باشدگران می

روش دیگري است که معایب روش قبلی را ندارد و با 
سیستمی تواند  میهاي یادگیري ماشینی، کمک تکنیک

. براي تشخیص سرطان پستان فراهم کندرا  کارآمد
شامل استخراج مایع از بافت پستان و  FNAآزمایش 

 ]5[باشدبصري این نمونه در زیر میکروسکوپ می ۀمعاین
و به ض جانبی و داراي دقت بالا بدون عوار تقریباً که

  . ]6[صورت سرپایی قابل انجام است
 FNAدو تصویر گرفته شده از آزمایش  1شکل 
در تشخیص هوشمند، نخست این . دهدنشان می پستان را

اطلاعات (شود تصویر به یک تصویر خاکستري تبدیل می
 ۀمو سپس یک برنا) رنگی تصویر مورد نیاز نیست

 هاي پردازش تصویر، مرز هستۀتکنیککامپیوتري با 
 کند این تصویر میکروسکوپیک مشخص می ها را درسلول

واریانس سطح (هایی همچون شعاع، بافت ویژگی و
، محیط، مساحت، )هاي داخل هستهخاکستري پیکسل

 3، همواري)مربع محیط تقسیم بر مساحت(فشردگی 
، تقعر، تقارن )جاورمیانگین تفاضل طول خطوط شعاعی م(

عد فراکتالی و ب)عد فراکتالی مرز هسته، حاصل از تقریب ب
. کندرا براي هر هسته محاسبه می) ]7[ 4خط ساحلی

سرانجام میانگین، خطاي استاندارد و میانگین سه تا از 
و به این  شود میدست آمده، محاسبه  هترین مقادیر ب بزرگ

دست  اي هر نمونه بهویژگی با مقدار حقیقی بر 30ترتیب 

                                                
1  Surgical Biopsy 
2  Fine Needle Aspiration 
3  Smoothness 
4  Coastline Approximation 

داده شامل  ۀیک مجموع WDBC5پایگاه داده . آیدمی
آزمایش ی نتایج کمFNA )است ) تهیه شده به شرح فوق

انجام  Wisconsinبیمار در بیمارستان  569روي که بر
  .]8[شده است

  
  
  
  
  
  
  
  
  
  
  
  
  

براي تومورهاي  FNAآزمایش  تصاویر گرفته شده از نمونۀ: 1شکل 
 سرطان پستان) ب(و بدخیم ) فال(خیم خوش
در رابطه با تشخیص سرطان پستان  زیاديتحقیقات 

ورت گرفته است هاي یادگیري ماشینی صبه کمک تکنیک
 ةبه مطالعات انجام شده روي پایگاه داد که در این میان

WDBC توان آسانی می ترتیب به این به. پردازیممی
قبلی مشابه هاي کارآمدي سیستم پیشنهادي را با سیستم

گروهی از محققان با استفاده از روش انتخاب . مقایسه کرد
6ردار ماشین پشتیبانپروتوتایپ مبتنی بر ب (SVM)  براي

دست یافتند % 61/95ترین همسایه به دقت قواعد نزدیک
 7ةکنندبنديکارگیري طبقه بنا به گزارشی دیگر، به. ]9[

SVM  منجر % 97بدون انتخاب ویژگی به دقت شناسایی
در یک کار جدیدتر محققان کاربرد یک . ]5[شده است

عد، موسوم به تکنیک کاهش بIsomap  را به همراه
ها آن. ]2[آزمودند SVMمبتنی بر  ةکنندبنديطبقه

دریافتند که با وجود کاهش چشمگیر ابعاد دادگان 

                                                
5  Wisconsin Database for Breast Cancer 
6  Support Vector Machine 
7  Classifier 
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WDBC  توسطIsomap دقت شناسایی همچنان بالا ،
ها بر ظر سیستم پیشنهادي آنماند و از این نباقی می

PCA8 در این تحقیق براي ترکیب . برتري داردSVM  و
Isomap هاي شبکه. گزارش شد% 3/97، دقت شناسایی

با  SVM ةکنندبندي، طبقه]11و10[ 9عصبی احتمالی
نیز  ]13[فازي  ةکنندبنديو طبقه ]RBF11 ]12 10هسته

 استفاده Wisconsinسرطان پستان  ۀبراي حل مسئل
% 31/99اند و در بهترین حالت دقت شناسایی شده

  .دست آمده است هب
هاي کنندهبنديدهد طبقهمطالعات اخیر نشان می

هاي موجود از قبیل مبتنی بر هسته به سایر روش
هاي هاي خطی، مبتنی بر موجک و شبکهکنندهبندي طبقه

ۀ عملکرد از طرفی مقایس. ]14[عصبی برتري دارد
سرطان  ۀمسئلرابطه با در  SVMلف هاي مخت هسته

-10با اجراي اعتبارسنجی عرضی  پستان نیز قبلاً
هاي با هسته SVM ةکنندبنديبراي طبقه 12اي دسته

به . ]15[انجام شده است  RBFاي و خطی، چندجمله
مدل  5که است  دست آمده به SVMمدل  30این ترتیب 

اکثریت برتر انتخاب و در یک سیستم واحد براساس قانون 
اند که دقت این براي تعیین خروجی نهایی ترکیب شده

در این مطالعات . گزارش شده است% 29/99روش 
اي چندجمله ۀمشاهده شده است که هست ]16و15[

عملکرد بهتري دارد، لذا در این مقاله نیز این هسته ترجیح 
  . شودداده می

بخش  4یک سیستم شناسایی الگوي متداول شامل 
خراج ویژگی، انتخاب ویژگی، طراحی و آموزش است: است
در این مقاله از . کننده و سرانجام آزمایش آنبنديطبقه
. استفاده شده است WDBCپایگاه داده  ةهاي آمادویژگی

عدم  دلیل هاي یادگیري ماشینی بهبسیاري از سیستم
هاي نامطلوب و زاید دقت پایینی توانایی در حذف ویژگی

منظور انتخاب بهترین  در گام بعدي بهلذا  ]16[،دارند
یابی به بالاترین دقت، یک الگوریتم ها و دستویژگی

. کارآمد و جدید براي انتخاب ویژگی پیشنهاد شده است
سازي جمعی ذرات در این الگوریتم تکنیک بهینه

                                                
8  Principal Component Analysis 
9  Probabilistic Neural Networks 
10 Kernel 
11 Radial Basis Function 
12 10-fold Cross-validation 

براي انتخاب ویژگی و  (BPSO) 13دودویی
ها بندي نمونهبراي کلاس SVM ةکنند بندي طبقه

  .ستفاده شده استا
  

  بررسیروش 
هاي موجود، سیستم مختصر روي سیستم ۀپس از مطالع

است،  نمایان شده 2اي که در شکل پیشنهادي به گونه
عنوان یک حقیقت پذیرفته شده،  به. سازماندهی گردید

به کسب نتایج بهتري منجر  سازي پایگاه داده عموماً نرمال
، روش ]1،0[به بازه ها سازي دادهپس از نرمال. شود می

قبل از . پیاده شد BPSOانتخاب ویژگی مبتنی بر 
راجع به اجزاي سیستم  پرداختن به نتایج، بحث کامل

این بحث را در دو زیر بخش .  ضروري استپیشنهادي 
  :دهیمانجام می

  انتخاب ویژگی )الف
چالش برانگیز در بسیاري از  ۀانتخاب ویژگی یک مسئل

گیري ماشینی، شناسایی الگو و ها از قبیل یادحوزه
انتخاب ویژگی در واقع  ۀمسئل. پردازش سیگنال است

هایی است که حداکثر توان را در برگزیدن ویژگی
ردار ویژگی اگر چند ب. ]17[پیشگویی خروجی دارا باشند

n توان عدي را در نظر بگیریم، کار انتخاب ویژگی را میب
ها هینه از ویژگیب ۀصورت جستجو براي یک زیرمجموع به

که تعریف این. ممکن توصیف کرد ۀزیرمجموع n2در میان 
اي که قصد تواند باشد، به مسئلهبهینه چه می ۀزیرمجموع

هاي انتخاب الگوریتم. ]17[داریم حل کنیم، وابسته است
عمده  ۀها به دو دستویژگی بسته به روند ارزیابی آن

ل از هرگونه اگر انتخاب ویژگی مستق. شوندتقسیم می
صورت یک پیش  یعنی به(الگوریتم یادگیري انجام شود 

. باز گویند ۀ، آن را روش فیلتر یا حلق)مجزا کاملاً ةپردازند
هاي نامطلوب قبل از استنتاج دور در این مورد ویژگی

اگر روند ارزیابی با یک الگوریتم  ،اما. شوندریخته می
ویژگی را بندي در ارتباط باشد، روش انتخاب طبقه

Wrapper این روش، جستجو در  .نامندبسته می ۀیا حلق
ها را براساس تخمین دقت ناشی از فضاي زیرمجموعه

خاص تحت شرایط الگوریتم  ۀانتخاب یک زیرمجموع
به عنوان معیاري از بهینگی آن (بندي مورد استفاده طبقه

دوم  ۀهاي دستالگوریتم. ]18[دهد انجام می) زیرمجموعه
ترین بخش هر مهم. دهنددست می نتایج بهتري به معمولاً

                                                
13 Binary Particle Swarm Optimization 
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بسته، الگوریتم جستجویی است  ۀروش انتخاب ویژگی حلق
گذشته محققان روي  ۀطی ده. که در آن به کار رفته است

هاي جستجوي تکاملی مثل الگوریتم ژنتیک الگوریتم
 ACO/PSOو ترکیب ] 21،18،17[ ACO14، ]20و19[
  .اندتمرکز کرده ]22[

 
 
 
 
 
 
 
 
 
 
 
 
  
  
  
  
  
  
  
  
  
  
  
  
  

  گردش کار سیستم پیشنهادي در یک نگاه: 2شکل 
 
  سازي جمعی ذرات دودوییبهینه  -ب

  با الهام از رفتار  (PSO) 15سازي جمعی ذراتمفهوم بهینه
ها و پرندگان توسط جمعی زنبورها، ماهی و حرکت دسته

 ،در واقع. ]23[ارائه شد 1995کندي و ابرهارت در سال 

                                                
14 Ant Colony Optimization 
15 Particle Swarm Optimization 

PSO براي محاسبات  16ک روش قدرتمند و تصادفیی
حیوانات در  جایی هوشمند دستۀبر مبناي جابه 17تکاملی

روز رواج بیشتري پیدا  باشد که روزبهجستجوي غذا می
ویژه در مسائل  کند زیرا در مقایسه با الگوریتم ژنتیک بهمی

هاي در یافتن جوابشامل متغیرهاي طراحی پیوسته، 
-برخی از مزیت. ]24[ه بالاتري داردبازدسراسري  ۀبهین

سازي و عدم  نیاز به سهولت پیاده شامل PSOهاي 
این الگوریتم از روش . ]25[باشد می اطلاعات گرادیان

با جمعیتی : الف: کندمرسوم محاسبات تکاملی پیروي می
با : شود بهاي ممکن آغاز میتصادفی از جواب

هینه را انجام ها، جستجو براي جواب بروزرسانی نسل به
هاي گذشته ارزشیابی جمعیت براساس نسل: دهد جمی

در ) ذرات(هاي احتمالی جواب PSOدر . گیردصورت می
ا جبهفعلی جا ۀفضاي جواب مسئله به دنبال ذرات بهین

ثیر یک تابع برازندگی که جایی تحت تأبهاین جا. شوندمی
. گیردمیکند، صورت کیفیت هر یک از ذرات را ارزیابی می

عدي باشد، در این صورت بD-فرض کنید فضاي جستجو 
دي بعD-امین ذره از دسته به شکل یک بردار -iموقعیت 

= Xi: قابل نمایش است  (xi1, xi2 ... xiD) . سرعت این
عدي دیگر بD -ردار نیز با یک ب) تغییرات موقعیت(ذره 

= Vi: قابل نمایش است  (vi1, vi2 … viD).  
 بهینۀ(امین ذره -iدست آمده براي  هندگی ببهترین براز

و  pbestiو موقعیت متناظر با آن به ترتیب با ) شخصی
xpbesti برازندگی و موقعیت . شوندنمایش داده می

 نیز باید به حافظۀ) بهینه سراسري(بهترین ذره در دسته 
ثابت شده است . (gbest, xgbest)الگوریتم سپرده شود 

را بهتر  عملکرد الگوریتم wتی که استفاده از وزن لخ
با احتساب وزن لختی  PSOدر یک سیستم . ]26[کند می
  :]27[شودروزرسانی ذرات با معادلات زیر انجام میبه

                                              vxx

)(                                                                               
)x(xgbestrc)x(xpbestrcwvv

)(                                                                               

k
id

k
id

k
id

idididid
k
id

k
id

11

2211
1

2

1

++

+

+=

−+−+=

  
 Nو  d = 1, 2, . . .,D; i = 1, 2, . . . , Nکه در آن  

 1rضرایب . ضرایبی مثبت هستند 2cو 1cجمعیت دسته و 
طور یکنواخت در بازه  اعداد تصادفی هستند که به 2rو 
تعداد تکرار را  . . . ,k = 1, 2اند و توزیع شده ]1،0[

                                                
16 Stochastic 
17 Evolutionary Computations 
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روابط از نظر ابعادي صحیح هستند زیرا . کندمشخص می
شود هر تکرار الگوریتم یک ثانیه طول فرض می

st(کشد می 1=∆.(  
 1997ت در توسط کندي و ابرهار PSOباینري  نسخۀ

استاندارد، قادر به  PSOو برخلاف  ]28[ارائه شد 
با در نظر گرفتن . باشدسازي در فضاهاي گسسته می بهینه

شروع  BPSO، )3شکل (دودویی براي هر ذره  ۀیک رشت
 1نمایانگر حذف ویژگی و  0در این رشته، . شودمی

تنها تفاوتی که نسبت . باشدنمایانگر انتخاب آن ویژگی می
روزرسانی موقعیت به ۀاستاندارد وجود دارد، معادل PSO به

  :گرددذرات است که به شکل زیر اصلاح می

)    ( xelse  then  xrand  )S(vIf 

) (                                    
)v(exp

)S(v

k
id

k
id

k
id

k
id

k
id

401

3
1

1

111

1
1

==>

−+
=

+++

+
+  

  

  
  یک رشته دو دویی براي هر ذره: 3شکل 

  

طور  هیک عدد تصادفی است که ب randکه در آن 
 BPSOمبتکران . است توزیع شده ]1،0[یکنواخت در بازه 

ي از اشباع تابع سیگموئید، محدود کردن براي جلوگیر
سیستم . ]29[کنندرا توصیه می ]-4،4[ ةسرعت در باز

اي از ، زیرمجموعهBPSOپیشنهادي با استفاده از 
 ،شودکه به بهترین نتیجه منجر میرا ها ویژگی
برانگیز، تشخیص بهینگی چالش  ۀدیگر مسئل. گزیند برمی

اگیر همواره باید هاي غیرفردر روش. است  زیرمجموعه
 ۀتعادلی بین کوچک بودن یا مطلوب بودن زیرمجموع

رسد نظر می در این مسئله به. ]18[منتخب برقرار باشد
منتخب  ۀتر از کوچک بودن زیرمجموعدقت شناسایی مهم

است، اگرچه بین دو مجموعه که به دقت یکسانی منجر 
بنابراین . شودتر ترجیح داده می کوچک ۀمجموع ،شوندمی

  :کنیمما تابع برازندگی زیر را پیشنهاد می

)(           
n

Sn
β.α.AccuracyFitness 5−

+=  

هاي تعداد ویژگی |S|ها و تعداد کل ویژگی |n|که در آن 
و  18اول ضریبی از دقت شناسایی ۀجمل. منتخب است

                                                
18 Accuracy 

مجموع . هاستدوم ضریبی از نرخ کاهش ویژگی ۀجمل
. گیریمدر نظر می) 100و برابر (ت را ثاب βو  αضرایب 

حال با توجه به اهمیتی که براي دقت شناسایی و کمتر 
 ،هاي مورد استفاده در تشخیص قائلیمبودن تعداد ویژگی

در این مسئله  مسلماً. کنیمرا تنظیم می βو  αضرایب 
بسیار  αتر است و به تبع آن دقت شناسایی خیلی مهم

مطابق  BPSOارامترهاي پ. خواهد بود βتر از  بزرگ
با چند  BPSOبدیهی است که . اندتنظیم شده 1جدول 

سعی  ،کند و درواقعکار می تصادفی شروع به ۀزیرمجموع
دارد تعدادي زیرمجموعه را که حاوي بیشترین و 

ردارهاي ب. مفیدترین اطلاعات هستند، به ما معرفی کند
 BPSOمعرفی شده توسط ) 30کمتر از (عد ب ویژگی کم

. شوند کار برده می به SVM ةکنند بنديبراي آموزش طبقه
ها براساس دو معیار ارزیابی هر زیرمجموعه از ویژگی

متناظر و عدد  SVM ةکنندبنديدقت طبقه: شود می
به این ). هاي منتخبتعداد ویژگی(ردار ویژگی اصلی ب
ممکن را  ۀزیرمجموع 230جستجو میان BPSOترتیب 

این در حالی است . دهدب بهینه انجام میبراي یافتن جوا
ۀ که رسیدن به حداکثر تعداد تکرار به عنوان شرط خاتم

  .نظرگرفته شده استالگوریتم در
  

  PSOتنظیم پارامترهاي  ةنحو: 1جدول 
  
  
  
  
  
  
  
  
  
  

 تجربیهاي  یافته
یند آهاي سیستم پیشنهادي، فربراي اثبات قابلیت

 ةي پایگاه داداي بر رودسته- 10اعتبارسنجی عرضی 
WDBC ) ۀنمون 212خیم و خوش ۀنمون 357شامل 

قسمت  10موجود به  ۀنمون 569. انجام گرفت) بدخیم
 36نمونه شامل  57که هرقسمت داراي  ندتقسیم شد

بدخیم است، به استثناي  ۀنمون 21خیم و خوش ۀنمون

 20 جمعیت ذرات

1  C 1  
2C 20  
ω)0- 1  )نزولی  

Vmax=-Vmin  4  
  60 حداکثر تعداد تکرار

α  99  
β  1  
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 ۀنمون 23خیم و خوش ۀنمون 33قسمت دهم که شامل 
 9اي دسته-10عتبارسنجی عرضی در ا. باشدبدخیم می

و قسمت باقیمانده براي  19ها براي آموزشقسمت از داده
 10یند آموزش و آزمایش آاین فر. روندکار می آزمایش به

که هر بار یک طوري شود بهصورت چرخشی انجام می بار به
نتایج . شودقسمت متفاوت براي آزمایش کنار گذاشته می

لازم به . آورده شده است 2حاصل از این بخش در جدول 
زي تمام مراحل کار به کمک سا ذکر است که پیاده

. انجام شده است MATLAB7نویسی در محیط  برنامه
مشخص شده در (قت شناسایی مدل برتر از نظر د 5

ه قرار انتخاب شدند و در یک سیستم یکپارچ )2جدول 
حاضر در پایگاه داده از  نمونۀ 569گرفتند و سپس کل 

و خروجی نهایی  ندعبور داده شد ۀسیستم یکپارچاین 
. تعیین گردید) گیري يأر( 20سیستم با قانون اکثریت

دست % 100دقت شناسایی  پیشنهادي به ۀسیستم یکپارچ
. گردآوري شده است 3آمده در جدول  دست نتایج به. یافت

یابی به چنین دقت شناسایی بالایی، نیازي به با دست
یت و ویژگی آزمایش نیست، حساسیت،  قطع ۀمحاسب

  .هستند% 100چون بدیهی است که همگی 
  

اي سیستم دسته-10نتایج اعتبارسنجی عرضی : 2جدول 
  ترکیبی یکپارچه

  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  

                                                
19 Training 
20  Majority Rule 

  برتر و سیستم ترکیبی یکپارچه SVMمدل  5نتایج : 3جدول 
  
  
  
  
  
  
  
  
  
  
  

انتخاب ویژگی مفهومی کلیدي در شناسایی الگو است 
مورد  تانسپبه امروز در تحقیقات مرتبط با سرطان که تا 

در مقایسه با تحقیقات انجام شده . است توجه قرار نگرفته
انتخاب ویژگی و نیز ابداع  ۀزمینه، افزودن مرحل در این
کار محسوب هاي اینجدید براي انجام آن از نوآوري روشی
یک الگوریتم انتخاب ویژگی  ۀئاین مقاله با ارا. شود می
هاي ارآمد موفق شده است دقت شناسایی سیستمک

این در حالی است . را بهبود دهد پستان تشخیص سرطان
هاي مشابه از تعداد کمتري ویژگی که نسبت به سیستم

هاي انتخاب ویژگی این از دیگر مزیت. استفاده شده است
گیري از آن به قدرت تفکیک هرهتوان با باست که می

شده در مقدمه پی برد که از نظر  ویژگی ذکر 30از  یکهر
زیرا برخلاف هوش  ،پزشکی بسیار حائز اهمیت است
تشخیص  ،در پزشکیمصنوعی علاوه بر تشخیص کلی 

هاي ناشی از بیماري نیز مورد توجه است که در نابهنجاري
جا با استفاده از انتخاب ویژگی و در نتیجه استخراج این

 مسئلۀ البته در. ستاطلاعات بیشتر، این امر میسر شده ا
ها در چینش ویژگی ةبه دلیل عدم آگاهی از نحو حل شده

اظهار نظر دقیق راجع به  WDBCپایگاه داده 
پذیر هاي سلولی ناشی از سرطان پستان امکان ناهنجاري

  . نیست
  

  نتیجه گیريبحث و 
سرطان پستان  ۀاین مقاله سیستم جدیدي براي حل مسئل

WDBC )شناسایی الگوي  ۀعنوان یک مسئل به
سیستم پیشنهادي شامل . کندارائه می) 21تشخیصی

                                                
21  Diagnostic Pattern Recognition 

 ةشمار
  مدل

|s| قتد  هاي منتخبویژگی  

1  7  2،6،10،19،21،25،27  49/96  
2  8  11،12،15،16،17،21،25،29  98/92  
3  8  5،12،16،18،20،24،27،28  74/94  
4  7  5،7،9،12،14،22،30 47/89  
5  8  3،5،12،17،22،25،27  24/98  
6  8  3،5،12،15،18،22،26،28  73/94  
7  8  3،13،14،17،22،25،27،29  47/89  
8  8  5،9،12،17،19،23،25،27  73/94  
9  7  2،9،14،22،24،25،30  71/87  
10  7  4،10،15،18،21،22،25  64/94  
  32/93  دقت میانگین *

 دقت  مدل ةشمار

1 82/99  
3  64/99  
5  47/99  
6  47/99  
8  47/99  

  57/99  میانگین
  100 سیستم یکپارچه
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 کنندةبنديو طبقه BPSOانتخاب ویژگی مبتنی بر 
SVM لذا به وضوح . منجر شد% 100، به دقت شناسایی

. بر کارهاي قبلی انجام شده در این حوزه برتري دارد
جدیدي به  ةخود اید ،BPSOگیري از همچنین بهره

گیري از انتخاب ویژگی، یت بهرهمز. رودشمار می
ترین  یابی به شناسایی کامل با استفاده از کوچک دست

سیستم پیشنهادي با . باشدها میزیرمجموعه از ویژگی
 5، در قالب )ویژگی 30به جاي (ویژگی  28استفاده از 

چنین سیستم . به شناسایی کامل دست یافت SVMمدل 
شمند سرطان دقیقی امید براي عملی کردن تشخیص هو

استفاده از تعداد کمتري علاوه به. کندپستان را بیشتر می
هاي برخط را نیز ها سرعت کارکرد سیستم از ویژگی
  . دهدافزایش می

کارگیري این روش انتخاب ویژگی در  طورکلی، به به
تواند افق جدیدي در مسائل شناسایی الگوي پزشکی می

با این روش . جاد کندها ایهاي بیماريکشف عوامل و نشانه
یابی به دقت بالا در قادر خواهیم بود علاوه بر دست

هاي نمونه ةتشخیص بیماري، عوامل اصلی متمایزکنند
  .سالم و بیمار را نیز شناسایی کنیم
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